
String Theory Assignment Sheet 3 Due: April 14, 2020

Exercise 1 – Generating functions for partitions and string entropy

Let N be a fixed, positive integer. A partition of N is a set of positive integers that add up to N .
The order of the elements in the set is immaterial. The number N = 4, for instance, has 5 partitions.
The number of partitions for a given N is denoted by p(N).

The generating function for the number of partitions p(N) is given by

∞∏
N=1

(
1− xN

)−1
=

∞∑
N=0

p(N)xN .

a) Test this formula for N ≤ 4 and explain why it works in general.

b) Find a generating function for unequal partitions q(N) and test it for low values of N .
(For example, the partitions of N = 3 into unequal parts are 3 and 2 + 1.)

c) Now consider the transverse number operator of the Neumann open string,

N̂ =
24∑
i=1

∞∑
n=1

αi−n α
i
n ,

and compute

Tr xN̂ ,

where the trace is over all the open string states which, as you recall, are given by

|φ〉 =
(
a†1

)n1
(
a†2

)n2

· · ·
(
a†k

)nk

· · · |0〉 , nk = 0, 1, 2, . . . ,

where we have suppressed the indices i = 1, . . . , 24. Show that

Tr xN̂ = [f(x)]−24 , f(x) =
∞∏
N=1

(
1− xN

)
.

d) Let us denote the total number of Neumann open string states with mass α′M2 = N − 1 by dN .
From the above we infer that dN can be extracted from the generating function

Tr zN̂ =
∞∑
N=0

dN z
N

via the contour integral

dN =
1

2πi

∮
dz

[f(z)]−24

zN+1
.

This integral can be estimated for large N by a saddle point evaluation. To this end show that f(x)
can be written as

f(x) = exp

(
−
∞∑
n=1

xn

n(1− xn)

)
.



Next, show that for x→ 1 this can be approximated by

f(x) ≈ exp

(
− π2

6(1− x)

)
.

Finally show that for large N the function [f(z)]−24/zN+1 has an extremum near z = 1, and that
this function takes the value exp[4π

√
N + 1] there. Hence, using a saddle point approximation, we

conclude that
dN ≈ e4π

√
N as N →∞ .

It follows that the microscopic entropy for fixed and large N is given by

Smicro = kB log dN ≈ kB 4π
√
N ∼M ls .

Therefore, the free string entropy depends linearly on the mass M . Since we may heuristically
estimate the length of a string with mass M to be M ∼ T L ∼ L/α′, we see that the string entropy
is an extensive quantity.

Exercise 2 – Operator-state correspondence and correlation functions

a) Consider a string state |ψ〉 of the form

|ψ〉 =

(
α′

2

)(r+s)/2 r∏
c=1

(−nc − 1)!
s∏

d=1

(−ms − 1)! aµ1n1
· · · aµrnr

ãν1m1
· · · ãνsms

|k〉

with nc ≤ −1 and md ≤ −1. Show that the associated operator is given by

Vψ(z, z̄) =: ∂−n1−1 Jµ1(z) · · · ∂−nr−1 Jµr(z) ∂̄−m1−1 J̃ν1(z̄) · · · ∂−ms−1 J̃νs(z̄) eik·X(z,z̄) :

b) Let Vk(z, z̄) =: eik·X(z,z̄) :. Show that

〈0|
3∏
i=1

Vki(zi, z̄i) |0〉 =
∏
i<j

|zi − zj|α
′ki·kj δ(26)

(
3∑
i=1

ki

)
,

where |z1| > |z2| > |z3|.

c) Show that under Möbius transformations

z 7→ γ(z) =
az + b

cz + d
, z ∈ C , a, b, c, d ∈ C , ad− bc = 1 ,

we have

〈0|
3∏
i=1

Vki(zi, z̄i) |0〉 7→

(
3∏
i=1

∣∣∣dγ(zi)

dzi

∣∣∣−α′k2i /2
)
〈0|

3∏
i=1

Vki(zi, z̄i) |0〉 .

d) Compute 〈0|T (z)T (w)|0〉 with |z| > |w|, where T (z) = α′
∑

n∈Z Ln z
−n−2.
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