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Questions and Motivation

Can matrix product ansatz be useful for encoding (time-dependent, or
steady) states of deterministic reversible interacting systems?

Find minimal interacting deterministic (1 + 1)d model about which we can
‘know everything’ (without approximations and assumptions)

Check if the model has generic physical (say transport) properties
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Integrable reversible cellular automaton: Rule 54

s ′2 = χ(s1, s2, s3) = s1 + s2 + s3 + s1s3 (mod 2)

Time-dependent matrix product ansatz for interacting reversible dynamics 3
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Figure 1. Schematic representation of the time evolution of a section of the lattice.

In the first time-step, only the sites x and x + 2 are updated, while the states on the

sites x � 1 and x + 1 remain unchanged. In the second time step, the sites x ± 1 are

updated, and x, x + 2 do not change.

s1

s2

s3

s02

Figure 2. In the figure, the RCA 54 is presented diagrammatically. The updated

value s02, i.e. the square with a red-border, depends on the values s1, s2, s3 (the top

three squares) and is given by the local map s02 = �(s1, s2, s3) as defined in (2.3).

where Me : s 7! s0 and Mo : s 7! s00 are maps from {0, 1}Z to {0, 1}Z, defined by the

local three-site updates

s0x =

(
�(sx�1, sx, sx+1); x ⌘ 0(mod 2),

sx x ⌘ 1(mod 2),
s00x =

(
sx; x ⌘ 0(mod 2),

�(sx�1, sx, sx+1); x ⌘ 1(mod 2).
(2.2)

The schematic representation of the time evolution is presented in Figure 1. The RCA

54 is described by the binary function �,

�(s1, s2, s3) = s1 + s2 + s3 + s1 s3 (mod 2). (2.3)

The rules (2.3) are diagrammatically expressed in Figure 2. The complete time evolution

is obtained by alternately applying the maps Me and Mo. Note that Me and Mo

encode exactly the same rules shifted by a single lattice site. The dynamics induced by

the mapping (2.1) is time-reversible since the relation

�(s1, �(s1, s2, s3), s3) = s2, (2.4)

is satisfied for all s1, s2, s3 2 {0, 1}.

Alternatively, the time propagation (2.1) can be represented by the following

prescription

st+1
x =

(
�(st

x�1, s
t
x, s

t
x+1); x + t ⌘ 0 (mod 2),

st
x; x + t ⌘ 1 (mod 2).

(2.5)

The physical interpretation of the dynamics induced by the RCA 54 is rather simple.

Occupied sites can be interpreted as the solitons moving with a constant velocity ±1,

or two scattering solitons, depending on the states of the neighboring two sites. After

0× 20 + 1× 21 + 1× 22 + 0× 23 + 1× 24 + 1× 25 + 0× 26 + 0× 27 = 54

Bobenko et al., Commun. Math. Phys. 158, 127 (1993)
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Figure 3. Time evolution of a random initial configuration. Particles move with

velocity 1 and scatter pairwise by obtaining a time shift.

the scattering both solitons are time-delayed for a single time-step, see Figure 3. The

solitons with velocity ±1 will be called the left- or right-movers, respectively.

In the following paragraphs we introduce the necessary prerequisites in order to

explicitly study statistical mechanics of the model.

2.2. Algebra of local observables

In order to express and e�ciently compute the expectation values of physical quantities,

we introduce a commutative quasi-local C⇤ algebra A of observables, ‡ or functions over

{0, 1}Z. Any local subalgebra Ax ⇢ A pertaining to the site x 2 Z is spanned by the

local basis [↵]x, ↵ 2 {0, 1}, defined by the following relation and the multiplication rule

[↵]x(s) = �↵,sx , ([↵]x[�]y)(s) = [↵]x(s) [�]y(s), (2.6)

where s = (. . . , s�1, s0, s1, . . .) is an arbitrary configuration of occupied and empty sites.

A product of local observables on r consecutive sites centered around x is denoted by

[↵1↵2 . . . ↵r]x ⌘ [↵1]x�b r
2
c[↵2]x�b r

2
c+1 · · · [↵r]x+b r�1

2
c, (2.7)

and spans a complete function algebra over a finite sublatice A[y,z] =
Nz

x=y Ax, with

y = x� b r
2
c, z = x + b r�1

2
c. For conciseness we sometimes omit the subscript, in which

case it is assumed to be 0,

[↵1↵2 . . . ↵r] ⌘ [↵1↵2 . . . ↵r]0. (2.8)

The quasilocal algebra A can then be understood as an appropriate norm-closure of an

inclusive sequence A[�z,z] ⇢ A[�z�1,z+1] ⇢ A[�z�2,z+2] · · · .
Let us introduce an identity observable x = [0]x + [1]x, a unit element in Ax. Any

observable a 2 A is preserved under multiplication by x (which in fact represent the

‡ A can be considered as a subalgebra (of diagonal operators, i.e. those jointly commuting with z-

components of all local spin operators) of the quasi-local spin 1/2 UHF algebra [13].
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Two color version (low density):
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Two color version (medium density):
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Two color version (high density):
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Constructing a Markov matrix: deterministic bulk + stochastic boundaries

TP and C.Mejia-Monasterio, JPA 49, 185003 (2016)

Describe an evolution of probability state vector for n−cell automaton

p(t) = U tp(0)

p = (p0, p1, . . . , p2n−1) ≡ (ps1,s2,...,sn ; sj ∈ {0, 1})

s1

s2

s3

s4

s5

sn-2

sn-1

sn
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...

P P P PR

PL P P P

1

2

3

4

n-1

n

Ue

Uo
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...

...

P P P PR

PL P P P

1

2

3

4

n-1

n

Ue

Uo

U = UoUe,

Ue = P123P345 · · ·Pn−3,n−2,n−1P
R
n−1,n,

Uo = Pn−2,n−1,n · · ·P456P234P
L
12.
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3

4
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n

Ue

Uo

U = UoUe,

Ue = P123P345 · · ·Pn−3,n−2,n−1P
R
n−1,n,

Uo = Pn−2,n−1,n · · ·P456P234P
L
12.

P =



1
1

1
1

1
1

1
1



Tomaž Prosen Reversible Cellular Automata and Statistical Mechanics



...

...

P P P PR

PL P P P

1

2

3

4

n-1

n

Ue

Uo

U = UoUe,

Ue = P123P345 · · ·Pn−3,n−2,n−1P
R
n−1,n,

Uo = Pn−2,n−1,n · · ·P456P234P
L
12.

P =



1
1

1
1

1
1

1
1



PL =

 α 0 α 0
0 β 0 β

1 − α 0 1 − α 0
0 1 − β 0 1 − β



PR =

 γ γ 0 0
1 − γ 1 − γ 0 0

0 0 δ δ
0 0 1 − δ 1 − δ


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Some Monte-Carlo to warm up...

x

t
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Holographic ergodicity

Theorem

The 2n×2n matrix U is irreducible and aperiodic
for generic values of driving parameters, more
precisely, for an open set 0 < α, β, γ, δ < 1.
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Holographic ergodicity

Theorem

The 2n×2n matrix U is irreducible and aperiodic
for generic values of driving parameters, more
precisely, for an open set 0 < α, β, γ, δ < 1.

Consequence (via Perron-Frobenius theorem):
Nonequilibrium steady state (NESS), i.e. fixed
point of U

Up = p

is unique, and any initial probability state vector
is asymptotically (in t) relaxing to p.
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Holographic ergodicity

Theorem

The 2n×2n matrix U is irreducible and aperiodic
for generic values of driving parameters, more
precisely, for an open set 0 < α, β, γ, δ < 1.

Consequence (via Perron-Frobenius theorem):
Nonequilibrium steady state (NESS), i.e. fixed
point of U

Up = p

is unique, and any initial probability state vector
is asymptotically (in t) relaxing to p.

Idea of the proof:
Show that for any pair of configurations s, s′,
such t0 exists that

(U t)s,s′ > 0, ∀t ≥ t0.

s

s'

tgap
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Unified matrix ansatz for NESS and decay modes: some magic at work

[TP and B. Buča, JPA 50, 395002 (2017)]
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Unified matrix ansatz for NESS and decay modes: some magic at work

[TP and B. Buča, JPA 50, 395002 (2017)]
Consider a pair of matrices:

W0 =


1 1 0 0
0 0 0 0
ξ ξ 0 0
0 0 0 0

 , W1 =


0 0 0 0
0 0 ξ 1
0 0 0 0
0 0 1 ω

 , W =

(
W0

W1

)

and W ′s (ξ, ω) := Ws(ω, ξ).
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Unified matrix ansatz for NESS and decay modes: some magic at work

[TP and B. Buča, JPA 50, 395002 (2017)]
Consider a pair of matrices:

W0 =


1 1 0 0
0 0 0 0
ξ ξ 0 0
0 0 0 0

 , W1 =


0 0 0 0
0 0 ξ 1
0 0 0 0
0 0 1 ω

 , W =

(
W0

W1

)

and W ′s (ξ, ω) := Ws(ω, ξ). These satisfy a remarkable bulk relation:

P123W1SW2W′3 = W1W′2W3S

or component-wise

WsSWχ(ss′s′′)W
′
s′′ = WsW

′
s′Ws′′S .

where S is a “delimiter” matrix

S =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 .
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Suppose there exists pairs and quadruples of vectors 〈ls |, 〈l ′ss′ |, |rss′〉, |r ′s 〉, and a
scalar parameter λ, satisfying the following boundary equations

P123〈l1|W2W′3 = 〈l′12|W3S ,

PR
12|r12〉 = W′1S |r′2〉,

P123W′1W2|r′3〉 = λW′1S |r23〉,
PL

12〈l′12| = λ−1〈l1|W2S .
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Suppose there exists pairs and quadruples of vectors 〈ls |, 〈l ′ss′ |, |rss′〉, |r ′s 〉, and a
scalar parameter λ, satisfying the following boundary equations

P123〈l1|W2W′3 = 〈l′12|W3S ,

PR
12|r12〉 = W′1S |r′2〉,

P123W′1W2|r′3〉 = λW′1S |r23〉,
PL

12〈l′12| = λ−1〈l1|W2S .

Then, the following probability vectors

p ≡ p12...n = 〈l1|W2W′3W4 · · ·W′n−3Wn−2|rn−1,n〉,
p′ ≡ p′12...n = 〈l′12|W3W′4 · · ·Wn−3W′n−2Wn−1|r′n〉,

satisfy the NESS fixed point condition

Uep = p′, Uop′ = p.
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scalar parameter λ, satisfying the following boundary equations

P123〈l1|W2W′3 = 〈l′12|W3S ,

PR
12|r12〉 = W′1S |r′2〉,

P123W′1W2|r′3〉 = λW′1S |r23〉,
PL

12〈l′12| = λ−1〈l1|W2S .

Then, the following probability vectors

p ≡ p12...n = 〈l1|W2W′3W4 · · ·W′n−3Wn−2|rn−1,n〉,
p′ ≡ p′12...n = 〈l′12|W3W′4 · · ·Wn−3W′n−2Wn−1|r′n〉,

satisfy the NESS fixed point condition

Uep = p′, Uop′ = p.

Proof: Observe the bulk relations

P123W1SW2W′3 = W1W′2W3S,
P123W′1W2W′3S = W′1SW′2W3

to move the delimiter S around, when it ‘hits’ the boundary observe one of the
boundary equations. After the full cycle, you obtain UoUep = λλ−1p.
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This yields a consistent system of equations which uniquely determine the
unknown parameters, namely for the left boundary:

ξ =
(α + β − 1)− λ−1β

λ−2(β − 1)
, ω =

λ−1(α− λ−1)

β − 1
,

and for the right boundary:

ξ =
λ(γ − λ)

δ − 1
, ω =

γ + δ − 1− λδ
λ2(δ − 1)

,

yielding

ξ =
(γ(α + β − 1)− β)(β(γ + δ − 1)− γ)

(α− δ(α + β − 1))2 ,

ω =
(δ(α + β − 1)− α)(α(γ + δ − 1)− δ)

(γ − β(γ + δ − 1))2 ,

and explicit expressions for the boundary vectors..
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Can we diagonalize U with a similar ansatz?
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Can we diagonalize U with a similar ansatz?

Yes, a good deal of decay modes can be written as a compact MPA with
explicitly positionally dependent matrices

W(x), W′(x)

depending on x ∈ {2, 3, . . . , n − 1} via multiplicative momentum variable z ,
containing linear combinations of

{1, zx , z−x}
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Can we diagonalize U with a similar ansatz?

Yes, a good deal of decay modes can be written as a compact MPA with
explicitly positionally dependent matrices

W(x), W′(x)

depending on x ∈ {2, 3, . . . , n − 1} via multiplicative momentum variable z ,
containing linear combinations of

{1, zx , z−x}

For example:

W(x) = (e11 ⊗W(ξz , ω/z) + e22 ⊗W(ξ/z , ωz))

(
18 + e12 ⊗

c+z
xF+ + c−z

−xF−
ξω − 1

)

F+ =


0 0 0 0
0 0 0 z

0 0 ξω−1
ωz2 0

0 0 0 ξz2

 , F− =


0 0 0 0
0 0 0 1

ξ2z3

0 0 ξω−1
ξz2 0

0 0 0 ω + 1
ξ

( 1
z2 − 1

)
 .
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The Bethe-like equations for the Markov spectrum

Uep(z) = ΛLp′(z), Uop′(z) = ΛRp(z).

z(α+ β − 1) − βΛL

(β − 1)Λ2
L

=
ΛR(γz − ΛR)

(δ − 1)z
,

z(γ + δ − 1) − δΛR

(δ − 1)Λ2
R

=
ΛL(αz − ΛL)

(β − 1)z
,

z2n−6−4p =
(α+ β − 1)p(γ + δ − 1)p

Λ4p
L Λ4p

R

.

-0.5 0.0 0.5 1.0

-0.5

0.0

0.5

Re Λ

Im
Λ
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The time-dependent problem

Consider a (commutative C∗) algebra of observables on infinite lattice x ∈ Z.
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The time-dependent problem

Consider a (commutative C∗) algebra of observables on infinite lattice x ∈ Z.

Ultralocal basis {[0]x , [1]x}:

[α]x(s) = δα,sx , ([α]x [β]y )(s) = [α]x(s) [β]y (s), α, β ∈ {0, 1}, s ∈ {0, 1}Z
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The time-dependent problem

Consider a (commutative C∗) algebra of observables on infinite lattice x ∈ Z.

Ultralocal basis {[0]x , [1]x}:

[α]x(s) = δα,sx , ([α]x [β]y )(s) = [α]x(s) [β]y (s), α, β ∈ {0, 1}, s ∈ {0, 1}Z

r-local basis centred on site x :

[α1α2 . . . αr ]x ≡ [α1]x−b r
2 c

[α2]x−b r
2 c+1 · · · [αr ]x+b r−1

2 c
.
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The time-dependent problem

Consider a (commutative C∗) algebra of observables on infinite lattice x ∈ Z.

Ultralocal basis {[0]x , [1]x}:

[α]x(s) = δα,sx , ([α]x [β]y )(s) = [α]x(s) [β]y (s), α, β ∈ {0, 1}, s ∈ {0, 1}Z

r-local basis centred on site x :

[α1α2 . . . αr ]x ≡ [α1]x−b r
2 c

[α2]x−b r
2 c+1 · · · [αr ]x+b r−1

2 c
.

Using unit element 1 = [0]x + [1]x , we can extend the support of each r-local
basis element as

[α1α2 . . . αr ]x ≡ 1x−b r+2
2 c
· [α1α2 . . . αr ]x · 1x+b r+1

2 c
≡

≡ [0α1α2 . . . αr0]x + [0α1α2 . . . αr1]x + [1α1α2 . . . αr0]x + [1α1α2 . . . αr1]x .
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Separable (strongly clustering) states p defined by expectation values p(x) of
ultralocal observables

〈[α1α2 . . . αr ]x〉p = px−b r
2 c(α1) · px−b r

2 c+1(α2) · · · px+b r−1
2 c

(αr ).
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Separable (strongly clustering) states p defined by expectation values p(x) of
ultralocal observables

〈[α1α2 . . . αr ]x〉p = px−b r
2 c(α1) · px−b r

2 c+1(α2) · · · px+b r−1
2 c

(αr ).

Two examples of separable states that we consider:
1 A maximum entropy state

px(0) = px(1) = 1/2, ∀x ∈ Z.

2 An inhomogeneous initial state{
px(0) = px(1) = 1/2, for x ≤ 0
px(0) = 1, px(1) = 0. for x > 0
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Dynamics: Time automorphism of algebra of observables

at(s0) = a(st)
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Dynamics: Time automorphism of algebra of observables

at(s0) = a(st)

For 3-site observables, dynamical automorphism is defined as

Ux [α β γ]y =

{
[α χ(α, β, γ) γ]y ; x = y ,

[α β γ]y ; |x − y | ≥ 2,

while for any r-local observable it is defined as
a t-staggered linear homomorphism

at+1 = U(t)at

U(t) =

{∏
x∈2Z Ux ; t ≡ 0 (mod 2),∏
x∈2Z+1 Ux ; t ≡ 1 (mod 2).
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Time-dependent matrix product ansatz

Theorem (Klobas et al. CMP (2019)): Time evolution of a local observable [1]x
reads

[1]tx =
∑

s−t ,...,st∈{0,1}
cs−t ,...,st (t)[s−ts−t+1 · · · st ]x ,

where the amplitudes cs−t ,...,st (t) ∈ {0, 1} can be represented as MPA

cs−t ,...st (t) = 〈l(t)|Vs−tWs−t+1Vs−t+2 · · ·Wst−1Vst |r〉+
+ 〈l ′|V ′s−t

W ′s−t+1V
′
s−t+2 · · ·W

′
st−1V

′
st |r
′(t)〉.

Vs , Ws , V ′s , W ′s ∈ End(V), s ∈ {0, 1}, are linear operators over auxiliary
Hilbert space V = lsp{|c,w , n, a〉; c,w ∈ N0, n ∈ {0, 1, 2}, a ∈ {0, 1}}, and
can be explicitly expressed in terms of ladder operators and projectors

c+ =
∑

c,w,n,a

|c + 1,w , n, a〉〈c,w , n, a|, c− =
(
c+)T ,

w+ =
∑

c,w,n,a

|c,w + 1, n, a〉〈c,w , n, a|, w− =
(
w+)T ,

ec2w2n2a2,c1w1n1a1 = |c2,w2, n2, a2〉〈c1,w1, n1, a1|,

en2a2,n1a1 =
∑
c,w

|c,w , n2, a2〉〈c,w , n1, a1|,
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V0 = e00,00 + e10,00 + e20,00 + c+e10,01 + e01,01 + c+w+e11,01 + e21,01+

+ e0001,0001 + e0011,0001 + e0021,0001,

V1 = e00,10 + e10,20 + e20,20 + e00,11 + e10,21 + e20,21 + e01,11+

+ w+e11,21 + w+e21,21 + e0001,0011 + e0011,0021 + e0021,0021,

W0 = c−w+ (e00,00 + e10,00 + e20,00) + w+e10,01 + w+e01,01+

+ c+ (w+)2 e11,01 + w+e21,01 + e1111,0001 + e0001,0001 + e0011,0001 + e0021,0001,

W1 = c−w+ (e00,10 + e10,20 + e20,20) + w+e01,11 + c+w+e11,21+

+ c+w+e21,21 + e0001,0011 + e0011,0021 + e0021,0021,

V ′0 = V T
0 − (e0001,1111 + e0101,1211 + e0101,1110) ,

V ′1 = V T
1 ,

W ′0 = W T
0 − (e0001,1111 + e0000,1211) ,

W ′1 = W T
1 − (e0021,1111 + e0021,1121 + e0121,1211 + e0121,1221) .
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V0 = e00,00 + e10,00 + e20,00 + c+e10,01 + e01,01 + c+w+e11,01 + e21,01+

+ e0001,0001 + e0011,0001 + e0021,0001,

V1 = e00,10 + e10,20 + e20,20 + e00,11 + e10,21 + e20,21 + e01,11+

+ w+e11,21 + w+e21,21 + e0001,0011 + e0011,0021 + e0021,0021,

W0 = c−w+ (e00,00 + e10,00 + e20,00) + w+e10,01 + w+e01,01+

+ c+ (w+)2 e11,01 + w+e21,01 + e1111,0001 + e0001,0001 + e0011,0001 + e0021,0001,

W1 = c−w+ (e00,10 + e10,20 + e20,20) + w+e01,11 + c+w+e11,21+

+ c+w+e21,21 + e0001,0011 + e0011,0021 + e0021,0021,

V ′0 = V T
0 − (e0001,1111 + e0101,1211 + e0101,1110) ,

V ′1 = V T
1 ,

W ′0 = W T
0 − (e0001,1111 + e0000,1211) ,

W ′1 = W T
1 − (e0021,1111 + e0021,1121 + e0121,1211 + e0121,1221) .

The time-dependent auxiliary space boundary vectors take the following form:

〈l(t)| = 〈0, t, 0, 0|,
|r〉 = |0, 0, 0, 0〉+ |0, 0, 0, 1〉+ |0, 0, 0, 2〉,
〈l ′| = 〈0, 0, 0, 1|+ 〈0, 0, 1, 1|+ 〈0, 0, 2, 1|+ 〈0, 1, 0, 1|+ 〈0, 1, 2, 1|,

|r ′(t)〉 = |0, t + 1, 0, 0〉.

(1)
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Proof: ‘Real space, real time inverse scattering transform’Time-dependent matrix product ansatz for interacting reversible dynamics 8

Figure 4. An example of an allowed configuration (the bottom-most saw). The

red, blue and green-colored sites denote three distinct solitons. The blue soliton goes

through the site (0, 0), while the red and green solitons originate outside of the light-

cone. Alternatively, we can think of this as solitons that start at the bottom and

propagate in the negative time. The blue soliton goes through the top site, while the

red and green one escape the light-cone and cannot reach the origin.

configurations, or 1, corresponding to the accessible configurations. Secondly, the

number of accessible configurations at time t is 4t which is half of all possible distinct

configurations 22t+1.

The construction of the tMPA relies on an explicit identification of all accessible

configurations. The initial configuration is [1], describing all possible states with at least

one soliton traversing through the origin at time t = 0. At time t, the soliton originating

from the center resides between the lattice sites x = �t and x = t, i.e. the section of

the lattice referred to as a light-cone. The exact position of the soliton is determined by

the number of scatterings c. An example is shown in the Figure 4.

The configuration at time t contains the complete information about the particle

content and the scatterings, implying that we can propagate any configuration

backwards in time in order to determine whether one of the solitons originated from the

central position. The tMPA is constructed so that it traces every particle backwards in

time, by counting the number of scatterings, and determines whether a given particle

ends up at the origin. If this is the case, tMPA coe�cient yields 1, otherwise the

contribution vanishes.

Proof. The proof of theorem 1 consists of two parts. In the first part we derive the

tMPA for the states in which the soliton emerging from the center is a left mover, and

in the second part for the central right movers.

The weight of left MPA 〈l(t)|Vs−tWs−t+1Vs−t+2 · · ·Wst−1Vst |r〉 is 1 (or 0) if
the configuration (s−t , s−t+1, . . . , st) can (cannot) be obtained in a light-cone
with the left-mover at the origin!
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Exact dynamical structure factor

C(x , t) = 〈[1]x [1]t0〉p − 〈[1]x〉p〈[1]t0〉p = 〈[1]x [1]t0〉p −
1
4
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Exact dynamical structure factor

C(x , t) = 〈[1]x [1]t0〉p − 〈[1]x〉p〈[1]t0〉p = 〈[1]x [1]t0〉p −
1
4

Using time-dependent MPA:

C(x , t) =
1

22t+1

(
〈l(t)|T

x+t
2 V1T

t− x+t
2 |r〉+ 〈l ′|T ′

x+t
2 V ′1T

′ t− x+t
2 |r ′(t)〉

)
− 1

4

with

T = (V0 + V1)(W0 + W1), T = (W0 + W1)(V0 + V1),

T ′ = (W ′0 + W ′1)(V ′0 + V ′1), T
′

= (V ′0 + V ′1)(W ′0 + W ′1).
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We find normal hydrodynamic scaling!

For maximum entropy (‘infinite temperature’) state, tMPA yields

C(x , t) = 2−t−1

t−|x|−2
2∑

m=0

4m
(
2

(
t − 2m − 3

m

)
−

(
t − 2m − 2

m

))

' 1
16
√
tπ

exp

(
−4
t

(
|x | − t

2

)2
)
.

Time-dependent matrix product ansatz for interacting reversible dynamics 17

0

0.0005

0.001

0.0015

0.002

0.0025

0.003

0.0035

0.004

�200 �150 �100 �50 0 50 100 150 200

C
(x

,t
)

x

t = 100
t = 200
t = 300

0

0.0005

0.001

0.0015

0.002

0.0025

0.003

0.0035

0.004

�200 �150 �100 �50 0 50 100 150 200

Figure 7. The dynamic structure factor C(x, t) at di↵erent t. The two peaks move

ballistically with the velocity 1/2, while they spread as
p

t.

0 0

0 -1 0

0 1 1 0

0 1 1 1 0

0 1 -3 -3 1 0

0 1 1 1 1 1 0

0 1 5 5 5 5 1 0

0 1 9 -7 -7 -7 9 1 0

0 1 13 -3 -3 -3 -3 13 1 0

0 1 17 17 17 17 17 17 17 1 0

0 1 21 53 -11 -11 -11 -11 53 21 1 0

0 1 25 105 -23 -23 -23 -23 -23 105 25 1 0

0 1 29 173 45 45 45 45 45 45 173 29 1 0

0 1 33 257 257 1 1 1 1 1 257 257 33 1 0

0 1 37 357 677 -91 -91 -91 -91 -91 -91 677 357 37 1 0

Figure 8. The explicit values of the correlations, 2t+1C(x, t). In the shaded inner

area, the correlations are homogeneous in x and given by c0(t). Along the red bordered

rays, the values are determined by polynomials of order 1
2 (t � |x|) � 1.

5.2. Di↵usive regime

In the di↵usive regime the correlation functions C(x, t) comprise of two asymptotically

di↵using peaks, moving apart with a constant velocity v = ±1
2
, see Figure 7. Let us

elaborate on an explicit form of the correlation functions in this regime. Inside of the
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Exact solution of inhomogeneous quench problem

Time-dependent matrix product ansatz for interacting reversible dynamics 30

Figure C1. One realization of the inhomogeneous quench up to t = 74. Between the

empty space on the right and the area filled with left and right moving solitons, there

is a section, where all the particles move to the right and do not scatter, corresponding

to the free regime.

Figure C2. A path of a soliton (red bordered squares) that moves to the left with

the e↵ective velocity 1/3. Due to propagation rules, the solitons can not scatter more

frequently, therefore this is the slowest possible e↵ective speed.

supersite labeled by n = k,

t

t � 1

t � 2

t � 3

t � 4

t � 5

t � 6

t � 7

t � 8

· · ·
n = 1n = 2n = 3n = 4

(C.1)

All the sites with x � t are empty, while a site with x  t � 1 is occupied if there is

a right moving soliton going through it, in which case the whole supersite has to be

occupied and the neighbouring supersites have to be empty. Since the solitons enter

this area randomly, the site n = 1 is occupied with probability 1/2. If site n � 1 is full,

site n has to be empty and if n � 1 is empty, site n is occupied with probability 1/2.

Time-dependent matrix product ansatz for interacting reversible dynamics 13
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Figure 5. Density profile at di↵erent times t after the quench. The ballistic front on

the right moves with the velocity 1 and its shape does not change. On the left side, the

profile has a shape of an erf that moves with a velocity 1/2 and interpolates between

1/3 towards the center and 1/2 to the left. Its width scales as ⇠
p

t.

diagonal m, ⇢(m, t),

⇢̂(x, t) =

8
>>>><
>>>>:

0; t  x,

⇢( t�x
2

, t � 1); x + t ⌘ 0 (mod 2) and � t < x < t,

⇢( t�x+1
2

, t); x + t ⌘ 1 (mod 2) and � t < x < t,
1
2
; x  �t,

(4.3)

which can be calculated e�ciently, using the tMPA representation

⇢(m, t) = 2�2m (L(m, t) + R(m, t)) ,

L(m, t) = hl(t)| ((V0 + V1)(W0 + W1))
m V0 (W0V0)

t�m |ri ,

R(m, t) = hl0| ((V 0
0 + V 0

1)(W
0
0 + W 0

1))
m

V 0
0 (W 0

0V
0
0)

t�m |r0(t)i .

(4.4)

In order to calculate the matrix elements L(x, t) and R(x, t), the following reduction

can be employed. The action of any matrix Ms 2 {V T
s , V 0

s , W
T
s , W 0

s},

(i) on a vector with the state index a = 1 does not produce a state from the subspace

corresponding to a = 0, i.e. P0Ms(1 � P0) = 0,

(ii) on a state with a = 0 does not increase its collision (c) or its width (w) index,

(iii) on the state |0, 0, n, 1i produces a vector |0, 0, s · max{n + 1, 2}i.
Using these properties, we can calculate certain matrix elements explicitly, see Appendix

ρ̂(x , t) = 〈[1]x〉ptinhom
= 〈[1]−t

x 〉pinhom

Exact solution exhibits the following simple asymptotic behavior:
Quasi-free regime

ρ̂
(
t ≥ x ≥ − t

3
+ 1, t

)
=

1
3

(
1−

(
−1
2

)b t−x+1
2 c

)
Thermalizing (diffusive) regime

lim
t→∞

ρ̂
(
− t

2
+ ζ
√
t, t
)

=
1
12

(5− erf(2ζ))
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Exact large deviations

[B.Buča, J.P.Garrahan, T.Prosen, M.Vanicat, PRE (2019)]
Large deviation theory for arbitrary observable of the form:

OT =
T−1∑
t=0

N−1∑
x=1

[
fx(s tx , s

t
x+1) + gx(s t+1/2

x , s
t+1/2
x+1 )

]
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Exact large deviations

[B.Buča, J.P.Garrahan, T.Prosen, M.Vanicat, PRE (2019)]
Large deviation theory for arbitrary observable of the form:

OT =
T−1∑
t=0

N−1∑
x=1

[
fx(s tx , s

t
x+1) + gx(s t+1/2

x , s
t+1/2
x+1 )

]
Tilted Markov generator:

Ũ(s) = Uo G(s)Ue F (s).

F (s) = F
(1)
12 F

(2)
23 F

(3)
34 . . .F

(N−1)
N−1,N and G(s) = G

(1)
12 G

(2)
23 G

(3)
34 . . .G

(N−1)
N−1,N

where

F (x) =


f

(x)
0,0 0 0 0
0 f

(x)
0,1 0 0

0 0 f
(x)
1,0 0

0 0 0 f
(x)
1,1

 , f
(x)
s,s′ ≡ esfx (s,s′)

and similar for G (x).
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Inhomogeneous matrix ansatz cancellation mechanism

There exist 3× 3 matrices satisying bulk algebraic conditions:

f
(j−1)
ss′ f

(j)
s′s′′W

(j−1)
s W

(j)
s′ X

(j+1)
s′′ = X (j−1)

s V
(j)
χ(ss′s′′)V

(j+1)
s′′ ,

g
(j−2)
ss′ g

(j−1)
s′s′′ X (j−2)

s V
(j−1)
s′ V

(j)
s′′ = W (j−2)

s W
(j−1)
χ(ss′s′′)X

(j)
s′′ ,
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Inhomogeneous matrix ansatz cancellation mechanism

There exist 3× 3 matrices satisying bulk algebraic conditions:

f
(j−1)
ss′ f

(j)
s′s′′W

(j−1)
s W

(j)
s′ X

(j+1)
s′′ = X (j−1)

s V
(j)
χ(ss′s′′)V

(j+1)
s′′ ,

g
(j−2)
ss′ g

(j−1)
s′s′′ X (j−2)

s V
(j−1)
s′ V

(j)
s′′ = W (j−2)

s W
(j−1)
χ(ss′s′′)X

(j)
s′′ ,

and boundary equations

f
(1)
ss′ f

(2)
s′s′′〈ls |W

(2)
s′ X

(3)
s′′ = 〈l ′sχ(ss′s′′)|V

(3)
s′′ ,∑

m,m′=0,1

Rmm′
ss′ f

(N−1)
mm′ |rmm′〉 = λRX

(N−1)
s |r ′s′〉,∑

m,m′=0,1

Lmm′

ss′ g
(1)
mm′〈l

′
mm′ | = λL〈ls |X (2)

s′ ,

g
(N−2)
ss′ g

(N−1)
s′s′′ X (N−2)

s V
(N−1)
s′ |r ′s′′〉 = W

(N−2)
s |rχ(ss′s′′)s′′〉,

Tomaž Prosen Reversible Cellular Automata and Statistical Mechanics
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(1)
ss′ f

(2)
s′s′′〈ls |W

(2)
s′ X

(3)
s′′ = 〈l ′sχ(ss′s′′)|V

(3)
s′′ ,∑

m,m′=0,1

Rmm′
ss′ f

(N−1)
mm′ |rmm′〉 = λRX

(N−1)
s |r ′s′〉,∑

m,m′=0,1

Lmm′
ss′ g

(1)
mm′〈l

′
mm′ | = λL〈ls |X (2)

s′ ,

g
(N−2)
ss′ g

(N−1)
s′s′′ X (N−2)

s V
(N−1)
s′ |r ′s′′〉 = W

(N−2)
s |rχ(ss′s′′)s′′〉,

such that MPA:

ps1,...,sN = 〈ls1 |W
(2)
s2 W (3)

s3 · · ·W
(N−3)
sN−3 W (N−2)

sN−2 |rsN−1sN 〉

p′s1,...,sN = 〈l ′s1s2 |V
(3)
s3 V (4)

s4 · · ·V
(N−2)
sN−2 V (N−1)

sN−1 |r
′
sN 〉,

solves the eigenalue equation

Ũ(s)p = Λ(s)p

and Λ(s) = eθ(s) is a root of third order polynomial.
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Matrix product state of multi-time correlations

K. Klobas, M. Vanicat, J. P. Garrahan, TP, arXiv:1912.09742;
K. Klobas, TP, arXiv:2004.01671

Matrix product state of multi-time correlations 2
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Figure 1. Schematic picture of the setup. We are interested in probability
distribution q of the configurations (b0, b1, · · · , bk) at the center of the chain x = 0

and different times t, while the system is in the equilibrium state p. Intuitively, we
can understand this as keeping track of the particles that pass through the origin.
Since they are interacting with each other this is generally not a trivial task and the
computational complexity of q might still be growing exponentially with time.

functions can be viewed as expectation values of a specific class of observables that are
nonlocal in time but local in space.

Specifically, we will be interested in the multi-point correlation functions of single-
site (ultralocal) observables aj located at the same spatial point x = 0 but at different
times tj,

Ca1,a2,...,ak
(t1, t2, . . . , tk) = ha1(0, t1)a2(0, t2) · · · ak(0, tk)ip (1)

where p denotes an equilibrium state (which is, by definition, time-translation invariant).
The computational complexity of time evolution of local observables in interacting
systems generically grows exponentially even within classical mechanics ‡, but since all
of them are positioned at the same point, one expects that a lot of information contained
in the time propagated observables aj(x, t) is not necessary for knowing the expectation
value (1). Therefore we propose that, at least in certain cases, the computational
complexity could be reduced by introducing a time state q(p), i.e. the probability
distribution of observing configurations in time (b0, b1, b2, . . . , bk) if the system is in
the equilibrium state p, as is schematically shown in Figure 1. Here bj label a complete
set of ultralocal observables.

In the paper we show that it is possible to construct an explicit nontrivial matrix
product representation of such states in the case of Rule 54 reversible cellular automaton
(RCA54), introduced in [5]. RCA54 is a classical deterministic model in discrete
spacetime of particles that move with constant velocities and interact pairwise by
shifting for one site when scattering. The model is also closely related to the automaton
ERCA 250R as introduced by Takesue [6] and to the Floquet version of Fredrickson-
Andersen model [7–9]. The simplicity of the model allows for a lot of exact results to be

‡ By computational complexity we refer to a computational cost of computing the propagated
observable exactly, not approximating it.
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Conclusions and Outlook

Interacting integrable model about which we can compute everything:
quenches, non-equilibrium steady states with baths, relaxation rates,
dynamical structure factor, large deviations etc.

Generalizations (stochastic/unitary branching)?
Link to Yang-Baxter integrability missing?

Testbed for computing diffusive corrections to generalized hydroduynamics.
See e.g.: S. Gopalakrishnan, D. Huse, V. Khemani, R. Vasseur,
PRB 98, 220303 (2018)

The work supported by Slovenian Research Agency (ARRS) and
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