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Causal questions are ubiquitous: healthcare

Demographic factors ?

High levels of circulating virus /yx
Close proximity of people
Host factors living together Vaccine access factors

Old age

Previous infection

High levels of vaccine uptake Which vaccine used

High levels of herd immunity Number of doses

Immune compromise Timing between doses

Heterologous prime-boost

,, Cost-benefit decisions by
/ national vaccine bodies

Limited access to vaccines

Genetic polymorphisms

Underlying health
conditions

Vaccine effectiveness \

Immune factors

| S—

Viral variant factors Positive effect on VE High antibody titres
Antigenic mismatch with Negative effect on VE Quality of antibOdy
vaccine (neutralization)

Unknown effect on VE

Increased transmissibility T cells

https://www.nature.com/articles/s41577-021-00592-1 2
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Causal questions are ubiquitous: climate change

Human influence has warmed the climate

Change in average global temperature relative to 1850-1900,
showing observed temperatures and computer simulations
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Note: Shaded areas show possible range for simulated scenarios
Source: IPCC, 2021: Summary for Policymakers EBEE

https://www.bbc.com/news/science-environment-58600723 3
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Causal questions are ubiquitous: biology
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A working definition of causality in machine learning

Informal definition: A variable X causes another variable Y, if changing (the
distribution of) X, e.g. by fixing its value, changes (the distribution of) Y
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A working definition of causality in machine learning

Informal definition: A variable X causes another variable Y, if changing (the
distribution of) X, e.g. by fixing its value, changes (the distribution of) Y

"9 Switzerland
il st B
0.791
P<0.000l Denmar k
E 2 m
:g =+=Norway
g 2 =
: S4F= United Kingdom
=
2 1
! _Eed -
g Unit: B | ireland .
3 ermany
g The Netherlands wemm States
3 = o
Belgium
: gcana!al Finland
Polan I'.hAust |
Greece
Portugal i UItaly
+- - Japan
China Brazil

lllllllllllllll

Chocolate Consumption (kg/yr/capita)

Figure 1. Correlation between Countries’ Annual Per Capita Chocolate Consumption and the Number of Nobel
Laureates per 10 Million Population.

[Messerli, 2012] https://www.nejm.org/doi/full/10.1056/NEJMon1211064
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A working definition of causality in machine learning

Informal definition: A variable X causes another variable Y, if changing (the
distribution of) X, e.g. by fixing its value, changes (the distribution of) Y

NL eats more chocolate => nothing changes

[ T T —_— ]

....

Correlation between Countries’ Annual Per Capita Chocolate Consumption and the Number of Nobel
Laureates per 10 Million Population.

[Messerli, 2012] https://www.nejm.org/doi/full/10.1056/NEJMon1211064
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A working definition of causality in machine learning

Informal definition: A variable X causes another variable Y, if changing (the
distribution of) X, e.g. by fixing its value, changes (the distribution of) Y

P<0.0001

NL eats more chocolate => nothing changes

... and similarly for other countries (@and other values)

Chocolate does not cause Nobel prizes

[ T T T T T T T T T T T T T

Correlation between Countries’ Annual Per Capita Chocolate Consumption and the Number of Nobel
Laureates per 10 Million Population.

[Messerli, 2012] https://www.nejm.org/doi/full/10.1056/NEJMon1211064
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A working definition of causality in machine learning

Informal definition: A variable X causes another variable Y, if changing (the
distribution of) X, e.g. by fixing its value, changes (the distribution of) Y

In a hypothetical universe:

NL eats more chocolate => more Nobel prizes

[ T T e e e e e e e e e T i

....

Correlation between Countries’ Annual Per Capita Chocolate Consumption and the Number of Nobel
Laureates per 10 Million Population.

[Messerli, 2012] https://www.nejm.org/doi/full/10.1056/NEJMon1211064
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A working definition of causality in machine learning

Informal definition: A variable X causes another variable Y, if changing (the
distribution of) X, e.g. by fixing its value, changes (the distribution of) Y

itzerland

NL eats more chocolate => more Nobel prizes

In a hypothetical universe:

CH eats more chocolate => more Nobel prizes

... and similarly for (some) other countries

Chocolate causes Nobel prizes

[ T T —_— ]

....

et corsmpion b " Based on experimental data

Correlation between Countries’ Annual Per Capita Chocolate Consumption and the Number of Nobel
Laureates per 10 Million Population.

[Messerli, 2012] https://www.nejm.org/doi/full/10.1056/NEJMon1211064 10
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Gold standard of experiments: Randomized Controlled Trials (RCTs)

Treatment group

Drug

Random

assignment
d Control group

Placebo

11
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A working definition of causality in machine learning

Informal definition: A variable X causes another variable Y, if changing (the
distribution of) X, e.g. by fixing its value, changes (the distribution of) Y
Intervention

12
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A working definition of causality in machine learning

Informal definition: A variable X causes another variable Y, if changing (the
distribution of) X, e.g. by fixing its value, changes (the distribution of) Y
Intervention

Challenge: estimate the causal effect of an intervention, when we do not
have (all possible) interventional data (e.g. observational data)

13
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A working definition of causality in machine learning

Informal definition: A variable X causes another variable Y, if changing (the
distribution of) X, e.g. by fixing its value, changes (the distribution of) Y
Intervention

Challenge: estimate the causal effect of an intervention, when we do not
have (all possible) interventional data (e.g. observational data)

Representation: We can represent causal relations in causal graphs nodes
are random variables, edges causal relations

Chocolate
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Chocolate Consumption (kg/yr/capita)

Correlation between Countries’ Annual Per Capita Chocolate Consumption and the Number of Nobel
Laureates per 10 Million Population.
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Observational data: when we do not have RCTs

Let’s assume we have observational data (e.g. data collected by hospitals)

We don’t know if there is a policy
%@ %% (and in case, which one) of how
reseBol Bigtss people decide to exercise.

Cholesterol -0 8905
O
080 S

SRR onse s We know they were not randomly
P

split in two similar groups and
- X randomly assigned exercise.

Exercise

15
From the Book of Why [Pearl 2018]
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Observational data: when we do not have RCTs

Let’s assume we have observational data (e.g. data collected by hospitals)

We don’t know if there is a policy
%@ R 7S (and in case, which one) of how
Qg%%ggggpoﬁ%j’ Q55T people decide to exercise.
s %.i,ioo 3 00RoE s We know they were not randomly
split in two similar groups and
- X randomly assigned exercise.

Exercise

Exercise increases cholesterol??

16
From the Book of Why [Pearl 2018]
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What if we don’t have an RCT? Opposite conclusion

Let’s assume we have observational data (e.g. data collected by hospitals)

o

Exercise decreases cholesterol!

Exercise

17
From the Book of Why [Pearl 2018]
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What if we don’t have an RCT? Opposite conclusion

Let’s assume we have observational data (e.g. data collected by hospitals)

The effect we estimate from data depends

on the causal graph

Exercise decreases cholesterol!

Exercise

Exercise increases cholesterol??

18
From the Book of Why [Pearl 2018]


https://uvadl2c.github.io/

&3
8383% Causal vs Causality-inspired Representation Learning Sara Magliacane (UvA, MIT-IBM Watson Al)

Causal Hierarchy [Pearl 2009, 2018]

Level Typical Typical Questions Examples
Svmbol Activity

1. Association Seel What is? What does a symptom tell me
Ply|z How would seeing X about a disease?
MOSt M I— S change my beliefginY? What does a survey tell us
about the election results? ,
2. Intervention Doing What if? What if I take aspirin, will my | |
P(y|do(z), 2) Intervening What if I do X7 headache be cured? ' Model-based
_ What if we ban cigarettes” -
Causal |ty 3. Counterfactuals Imagining, Why? Was it the aspirin that | |

P(y.|z',y') Retrospection Was it X that caused Y7 stopped my headache?
What if I had acted Would Kennedy be alive had

differently? Oswald not shot him?
What if I had not been smok-

19
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Can we learn causal variables from high-dimensional data?

20
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Can we learn causal variables from high-dimensional data?

21


https://uvadl2c.github.io/
https://uvadl2c.github.io/

&3

<€3€35 Causal vs Causality-inspired Representation Learning Sara Magliacane (UvA, MIT-IBM Watson Al)

Can we learn causal variables from high-dimensional data?

22
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Can we learn causal variables from high-dimensional data?

Note: wishful
thinking at this
point of time...

https://www.wikidoc.org/index.php/File:CT gastric cancer.qgif 23
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Can we learn causal variables from high-dimensional data?

Towards Causal Representation Learning

Bernhard Schoélkopf T, Francesco Locatello T, Stefan Bauer *, Nan Rosemary Ke *, Nal Kalchbrenner
Anirudh Goyal, Yoshua Bengio

Abstract—The two fields of machine learning and graphical et al., 2018], and speech recognition [Graves et al., 2013], a
causality arose and developed separately. However, there is now  gybstantial body of literature explored the robustness of the
cross-pollination and increasing interest in both fields to benefit .. i tion of state-of-the-art deep neural network architectures.

from the advances of the other. In the present paper, we review . L . .
fundamental concepts of causal inference and relate them to The underlying motivation originates from the fact that in the

crucial open problems of machine learning, including transfer r€al world there is often little control over the distribution from

and generahzatlon, thereby assaymg how causallty can contmbute which the data comes from. In computer vision [Geirhos et al.,

% 2018, Shetty et al., 2019], changes in the test distribution

OPPOS'te direction: we note that most work in causallty starts ¥ may, for instance, come from aberrations like camera blur,

from the premise that the causal variables are given. A central §

problem for AI and causality is, thus, causal representation % noise or compression quality [Hendrycks and Dietterich, 2019,

3 learmng, the dlscovery of lngh-level causal vanables from low- ¥ Karahan et al., 2016, Michaelis et al., 2019, Roy et al.,
L. Jevel observations. Einallv..we . delineate some_implications_of & 2018], or from shifts, rotations, or viewpoints [Azulay and

- causahty for'machme learning and propose. key research areas Weiss, 2019, Barbu et al., 2019, Engstrom et al., 2017, Zhang,
at the intersection of both communities. 2019]. Motivated by this, new benchmarks were proposed to

https://arxiv.org/abs/2102.11107

24
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The causal representation learning problem

Unknown causal
graph over unknown
causal variables

Z,.... Z,

Adapted from [Scholkopf et al 2021] 25
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The causal representation learning problem

B
R \ A~
| -2

-

robot_finger_1.pos robot_finger_2.pos robot_finger_3.pos

B B S R S S S R S SR S S S e e e

Unknown causal ‘I /l
graph over unknown — ——)"
causal variables box_2.pos box_3.pos

Z,.... Z,

Adapted from [Scholkopf et al 2021] 26
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The causal representation learning problem

~ 4//;

7T Unknown A a d ::-"
3 -y

Now we have only an entangled
Unknown causal measurement of the causal variables

graph over unknown (e.g. image)
causal variables

Z,.... Z,

Adapted from [Schoélkopf et al 2021]
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The causal representation learning problem (simplified)

Mixing function

robot_fing robot_fin robot_fing - : |
er 1.pos ger_2.pos er_3.pos A "‘“{
) U
Ve : N
box_ box_
2.pos 3.pos

Unknown causal Sensor measurements
graph over unknown as an entangled view
causal variables
Zl,...,Zd Xl,...,Xp
p>d

Adapted from [Scholkopf et al 2021] 28
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The causal representation learning problem (simplified)

Mixing function Encoder Decoder

. .
L} .
’ >
% . E
/

Causal graph over

V"?‘m

0‘

Unknown causal Sensor measurements reconstructed Reconstructed sensor
graph over unknown as an entangled view , measurements
. causal variables
causal variables
Z19°°'9Zd X19°°°9Xp Zl""’Zn Xl""’Xp
p>d p>d

Adapted from [Scholkopf et al 2021] 29
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The causal representation learning problem: issue

Mixing function Encoder Decoder

Issue: In general the
latent space of a
VAE does not
disentangle the
causal factors!

— — _
& .

-

Unknown causal Sensor measurements Reconstructed sensor
graph over unknown as an entangled view measurements
causal variables
Liy.... 2L Xl,...,Xp Xl,m,Xp
p>d p>d

Adapted from [Scholkopf et al 2021] 30
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The causal representation learning problem: issue

Mixing function Encoder Decoder

Issue: In general the
latent space of a
VAE does not
disentangle the
causal factors!

Unknown causal Sensor measurements We need extra Reconstructed sensor

' i measurements
graph ove_r unknown as an entangled view assumptions to prove
causal variables

identifiability (and
Z, ... 2, X, .. X usually only up to some Xl, X

P equivalence class) p
p>d p>d

Adapted from [Scholkopf et al 2021] 31
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CITRIS: Causal Identifiability from TempoRal Intervened Sequences

Phillip Lippe, Sara Magliacane, Sindy Lowe, Yuki M. Asano, Taco Cohen, Efstratios Gavves ICML 2022

Possibly
noisy

S

ball_vel _dir @ @

https://arxiv.org/abs/2202.03169 32
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CITRIS: Causal Identifiability from TempoRal Intervened Sequences

Phillip Lippe, Sara Magliacane, Sindy Lowe, Yuki M. Asano, Taco Cohen, Efstratios Gavves ICML 2022

Possibly
noisy

https://arxiv.org/abs/2202.03169 33
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CITRIS: Causal Identifiability from TempoRal Intervened Sequences

Phillip Lippe, Sara Magliacane, Sindy Lowe, Yuki M. Asano, Taco Cohen, Efstratios Gavves ICML 2022

Possibly
noisy

e

https://arxiv.org/abs/2202.03169 34

I'=1 I=0

Stochastic intervention
(we don’t know where the ball will be)
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CITRIS: Causal Identifiability from TempoRal Intervened Sequences

Phillip Lippe, Sara Magliacane, Sindy Lowe, Yuki M. Asano, Taco Cohen, Efstratios Gavves ICML 2022

Possibly
noisy
t_ N
ball x
\
‘
VAR
%

oK

I [ I I [ [ __
11—1 12—0 13—0 14—0 15—() 16—0
Stochastic intervention The paddles continue moving as
(we don’t know where the ball will be) usual (not counterfactual)

https://arxiv.org/abs/2202.03169 35
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CITRIS: Causal Identifiability from TempoRal Intervened Sequences

Phillip Lippe, Sara Magliacane, Sindy Lowe, Yuki M. Asano, Taco Cohen, Efstratios Gavves ICML 2022

Possibly
noisy

I=1 IL=0 I=0 I'=0 ['=0 [I'=0

Stochastic intervention
(we don’t know where the ball will be)

https://arxiv.org/abs/2202.03169 36
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CITRIS: Causal Identifiability from TempoRal Intervened Sequences

Phillip Lippe, Sara Magliacane, Sindy Lowe, Yuki M. Asano, Taco Cohen, Efstratios Gavves ICML 2022

4 N » We want to learn the underlying causal
¢l % Cic "C) process from temporal sequences of high-
B / dimensional data {X'} _,, e.g. images
Temporal causal Observations
relations \

4 N
Ct+1

Interventions

Latent
confounding
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CITRIS: Causal Identifiability from TempoRal Intervened Sequences

Phillip Lippe, Sara Magliacane, Sindy Lowe, Yuki M. Asano, Taco Cohen, Efstratios Gavves ICML 2022

4 N o  \We want to learn the underlying causal

G % O "C) process from temporal sequences of high-
b ~/ dimensional data {X'},_,, e.g. images

Temporal causal \ Observations
relations
~ N L  We assume that the latent causal process is
Ccttl . . :
Cytt Ci! a Dynamic Bayesian network with K

\_ A multidimensional causal variables

Interventiori ‘ ‘
[ [ [ [
Latent

co
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CITRIS: Causal Identifiability from TempoRal Intervened Sequences

Phillip Lippe, Sara Magliacane, Sindy Lowe, Yuki M. Asano, Taco Cohen, Efstratios Gavves ICML 2022

Ct

NS /

Temporal causal Observations
relations

4 N
Ct+1

; -,

Interventions
‘  We assume that (soft or perfect)

Latent interventions can happen on the underlying
confoundin
- @ system and we observe the targets Il.t
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Minimal causal variables - theory
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Minimal causal variables - theory

» We can define a split of a causal variable C;

si(C7) = (s (C5), s (C))
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Minimal causal variables - theory

» We can define a split of a causal variable C;

s;(CF) = (s¥**(CY), si™(CY))
e

« We choose 5. that contains only the information that depends on Il.”rl

var®
l

 We can identify minimal causal variables up to invertible component-wise
transformations, if Il.t is not a deterministic function of Ijt
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Minimal causal variables - example

- EEpels
‘b»

R R

| I'=0 =0 I'=0

A
Iball

The intervention only has an
effect on a part of the variable
(e.g.only on ball_x)
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Minimal causal variables - example

R R

=1 [,=0 IL=0 I'=0

Iliall
The intervention only has an

effect on a part of the variable
(e.g.only on ball_x)
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Minimal causal variables - example

R R

I [ [ __
The intervention only has an We can distinguish only x of the ball
effect on a part of the variable (y and vel_dir are never intervened upon)

(e.g.only on ball_x)
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Minimal causal variables - theory

» We can define a split of a causal variable C;

si(C7) = (s (C5), s (C))

« We choose 5. that contains only the information that depends on Il.”rl

var®
l

* We can identify minimal causal variables up to invertible component-wise
transformations, if / f is not a deterministic function of Ijt
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Deterministic relations between /.

These are always intervened together
(or they are a deterministic function of
each other)
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Deterministic relations between /.

3 ) Ly =1
These are always intervened together We cannot distinguish x, y and velocity
(or they are a deterministic function of direction of the ball

each other)
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CITRIS: Causal Identifiability from TempoRal Intervened Sequences

Phillip Lippe, Sara Magliacane, Sindy Lowe, Yuki M. Asano, Taco Cohen, Efstratios Gavves ICML 2022

e ———— e ———— - —————— — ———————— —

\

Encoder gp CTT ]

[
:
e I
s ! I
// : I
/ /'/ : s :
/// i p¢(zt+1|zt, It-l-l) _ Hp¢ (Z\tlf—tllzta Iit—l-l) E

Latent to causal
variable assignment

t

______________________________________

r+tajojo ———)[Transition prior} ”””
\ Zt+1|zt’It+1)

Encoder gy CC T Decoder py

L — z

_—
—_—
-
—_
—_—
-
-
=
—
—
-—
-
—
-
-

P

$t+1

CITRIS-VAE
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CITRIS: Causal Identifiability from TempoRal Intervened Sequences

Phillip Lippe, Sara Magliacane, Sindy Lowe, Yuki M. Asano, Taco Cohen, Efstratios Gavves ICML 2022

 We have multidimensional causal factors, so we need to learn an
assignment function y that matches each C; with the assigned latents

P R R ———————W——W————W——W——————————————— —

Latent to causal
variable assignment C : - ZlP

l l

<

K
p¢(zt+1‘zt, It+1) _ Hp¢ (zflftl

______________________________________

7’
SR TR TR O TEEE R R TR TR TR TR BEEE BEEE R R TR TR e e e

Y
g™ TEI GER GIN GID GED GED IR GED GED GED GED GED GEDR GER GER GEN G S .y
N\

“lunk” variables
QW )
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Experiments: Interventional Pong

- 1.0
ball vel dir- 0.98

- 0.8
ball x

ball y

pleft y

Latent dimensions

pright y

O
Te)
o

No variable

ball x

ball y
pleft y
pright y

score left -
score _right -

=
T
o

>
©
o

True causal factors
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Experiments: Temporal Causal3Dldent

Temporal Causal3D Ident

Image 1 Image 2 Ground Truth Prediction

Image 1 Image 2 Ground Truth Prediction

- - Causal graph learnt with CITRIS-NF

Image 1 Image 2 Ground Truth Prediction
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ICITRIS: Causal Representation Learning for Instantaneous Temporal Effects

Phillip Lippe, Sara Magliacane, Sindy Lowe, Yuki M. Asano, Taco Cohen, Efstratios Gavves ICLR 2023

Temporal causal

relations @

Instantaneous

causal relations .
Observations

o o
o

o o) t-1

Ct-i—l
O - -
\_ v

o o
o

o o !

>
Interventions @'

Latent
confounding

https://arxiv.org/abs/2206.06169 53
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BISCUIT: Causal Representation Learning from Binary Interactions

Phillip Lippe, Sara Magliacane, Sindy Lowe, Yuki M. Asano, Taco Cohen, Efstratios Gavves UAI 2023

COMING SOON
Observations BISCUIT & . - ._ -
\ Latent variables | g | * &l
Encoder [ ] [ ] |
- — -
/'4 = : |
|0 . .
—==3>{ MLP t\\A - Learned Interactions Combined Image
\
Encoder
/ /II’C'/-O /Qz‘e pO’Q
’DQ”e Y%, e [Qfe

Input Image 1 Input Image 2  Generated Output
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Causal Hierarchy [Pearl 2009, 2018]

Level Typical Typical Questions Examples
Svmbol Activity

1. Association Seel What is? What does a symptom tell me
Ply|z How would seeing X about a disease?
MOSt M I— e change my beliefginY? What does a survey tell us
about the election results?
2. Intervention Doing What if? What if I take aspirin, will my
P(y|do(z), z) Intervening What if I do X7 headache be cured?
_ What if we ban cigarettes”
Causal |ty 3. Counterfactuals Imagining, Why? Was it the aspirin that

P(y.|z',y') Retrospection Was it X that caused Y7 stopped my headache?
What if I had acted Would Kennedy be alive had

differently? Oswald not shot him?
What if I had not been smok-

55
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Causal Hierarchy [Pearl 2009, 2018]

Level Typical Typical Questions Examples
Svmbol Activity

1. Association Seeing What is? What does a symptom tell me
P(y|z) How would seeing X about a disease?

MOSt M I— change my belief inY? What does a survey tell us

about the election results?

What if I take aspirin, will my

headache be cured?

rarettes?

Imagining, P E.g. need many I
Retrospection experiments or strong assumptions to
identify the causal graph or the causal

- variables - _

“Full” causality can be not necessary or too expensive ->

What if?
What if I do X7

2. Intervention

P(y|do(z), z)

Doing
Intervening

Causal |ty 3. Counterfactuals
P(y.|z',y')

56
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Causal Hierarchy [Pearl 2009, 2018]

Level Typical Typical Questions Examples
Svmbol Activity

1. Association Seel What is? What does a symptom tell me
Ply|z How would seeing X about a disease?
MOSt M I— e change my beliefginY? What does a survey tell us
about the election results?
2. Intervention Doing What if? What if I take aspirin, will my
P(y|do(z), z) Intervening What if I do X7 headache be cured?
_ What if we ban cigarettes”
Causal |ty 3. Counterfactuals Imagining, Why? Was it the aspirin that

P(y.|z',y') Retrospection Was it X that caused Y7 stopped my headache?
What if I had acted Would Kennedy be alive had

differently? Oswald not shot him?
What if I had not been smok-

“Full” causality can be not necessary or too expensive -> @fm@ —Wiﬂ%’
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Causality vs Transfer learning

* Transfer learning;:

 How can | predict what happens
when the distribution changes”?

oy
=y

&

—————
e
'
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Causality vs Transfer learning

* Transfer learning: « Causal inference:
 How can | predict what happens * How can | predict what happens when
when the distribution changes? the distribution changes after an

intervention?

&

* Perfect intervention do(X):

—————
e
'

e Softintervention on X ~ change

e do-calculus [Pearl, 2009]

of distribution of P(X| parents)
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Causality vs Transfer learning

Very general - can model also
changes in distribution that are not
from “real” interventions

onNs when

How can | predict what haj
when the distribution chan?

ntervention do(X):

e Soft intervention on X ~ change
H of distribution of P(X| parents)
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Sara Magliacane (UvA, MIT-IBM Watson Al)

Causality allows us to reason systematically about distribution
shifts, e.g. through graphs

On Causal and Anticausal Learning

J. R. Statist. Soc. B (2016)
78, Part 5, pp. 947-1012

Causal inference by using invariant prediction:

identification and confidence intervals
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Domain adaptation from the graphical perspective

Wildtype
Wildtype
Wildtype
Wildtype

Source domain

No labels in target

Target domain
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Domain adaptation from the graphical perspective

Source domain

Target domain

1. We add a domain variable D to distinguish the domains

63
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Domain adaptation from the graphical perspective

D X2 Y
0 2 0
| > ) Source domain
0 2 1
0 3 0
1 2 ?
1 3 ?
; 5 5 Target domain
1 3 ?

1. We add a domain variable D to distinguish the domains

2. We consider the data as coming from a single distribution P(X1, X2,Y, D)

64
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Domain adaptation from the graphical perspective

» X2 Y

0 2 0

0 3 0

0 > 1 / \

0 3 0

1 2 ?

. P 000
1 2 ?

3 3 ” We can represent P(X1, X2,Y, D)

with an (unknown) causal graph

1. We add a domain variable D to distinguish the domains

2. We consider the data as coming from a single distribution P(X1, X2,Y, D)
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Domain adaptation from the graphical perspective

» X2 Y

0 2 0

0 3 0

0 > 1 / \

0 3 0

1 2 ?

. ERE 000
1 2 ?

3 3 ” We can represent P(X1, X2,Y, D)

with an (unknown) causal graph

* Task: find a subset of features X that predict Y robustly in the target domain

. Separating featuresS C X : Y 1, D|S ... d-separation [Pearl 2009]

66
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Separating features = safe for (adversarial) domain adaptation

Step 1: Known causal graph
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Separating features = safe for (adversarial) domain adaptation

e Separating features: sets of features that d-separate Y from the context

7\
000
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Separating features = safe for (adversarial) domain adaptation

e Separating features: sets of features that d-separate Y from the context

Y1,ClX, < Y1 C|X,

(under Markov and faithfulness assumptions)
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Separating features = safe for (adversarial) domain adaptation

e Separating features: sets of features that d-separate Y from the context

N\
000

Y1,ClX, < Y1 C|X, YU C|X, =
(under Markov and faithfulness assumptions) P(Y‘Xl, C = O) — P(Y‘Xl, C = 1)
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Separating features = safe for (adversarial) domain adaptation

e Separating features: sets of features that d-separate Y from the context

/ \ Y
0-0-0©
X1
Y1,C|X, < Y 1 C|X, YU C|X, =
(under Markov and faithfulness assumptions) P(Y‘Xl, C — O) — P(Y‘Xl, C — 1) P(Y‘XZ, C — O) ?é P(Y‘Xz, C — 1)

/1
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Separating features = safe for (adversarial) domain adaptation

e Separating features: sets of features that d-separate Y from the context

SN
0-0

YU C|X, = Y I C|X, =

{X1} Is a separating feature, {X2} and {X1, X2} are not -> arbitrarily large error
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Separating features = safe for (adversarial) domain adaptation

e Separating features: sets of features that d-separate Y from the context

Step 2: Unknown graph and no

labels In target!
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Inferring separating sets of features

Query Y 1 Cl ‘Xl? |

Provably separating

Y 1L C, | X,
All testable conditional Theorem or . Provably not separating
iIndependences from data corem prove Y A Cl ‘Xl
X, L X5 X,
YU G |X,,C,=0 ? Not identifiable

XzJ.LCz‘Y,C1=O

| features selected by standard feature

Logic encoding of d-separation
[Hyttinen et al. 2014]

https://arxiv.org/abs/1707.06422 74
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Inferring separating sets of features

A big (current) limitation:

Scalability
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AdaRL: What, Where, and How to Adapt in Transfer RL

Biwei Huang, Fan Feng, Chaochao Lu, Sara Magliacane, Kun Zhang ICLR 2022

Source domains

Domain 1
—— 1
{player,

I [ [ ball
1 advs: Target domain
[~ d;, I.t}t=0,...,T ﬁ
Domain 2 .
-ﬁ” =
.I ) I -
ball,,

';‘

advs,, {op,a,1,} =0,...,T

dy, rz}t=0,...,T

Domain n
B 0
o {player,
B ballt’
advs,,
1 Ay T} imo,. T
S S

76
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AdaRL: What, Where, and How to Adapt in Transfer RL

Biwei Huang, Fan Feng, Chaochao Lu, Sara Magliacane, Kun Zhang ICLR 2022

Source domains

Domain 1
e
I [ {player,
I [ ball,,
1 advs,,
—_—l Ay, rt}t=0,...,T
Domain 2 ﬂ Domain-shared representation ® Learn a fa CtO red M D P
{player,
II ball IC |
] player,_; player,
. e bal t (symbolic inputs)
__Liy G Tii=0..7 | pap ball,

Domain n advsf—l\ advst
-~ o = {player, \

nI'I
| ball,, N
L d;, rt}t=0,...,T
_L'L
: timeslice t-1 timeslice t
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AdaRL: What, Where, and How to Adapt in Transfer RL

Biwei Huang, Fan Feng, Chaochao Lu, Sara Magliacane, Kun Zhang ICLR 2022

Source domains

Domain 1

[ {plf;yflrp Domain-specific parameters ;
all, ¢ :
advs, O | O | * Learn a factored MDP

dy, rt}t=0,...,T

(symbolic inputs) with latent
change factors that are
constant in each domain, but
vary across domains

Domain-shared representation

Domain 2
ﬂ
l" {player,
ball, player,_, player,
—

advs,,

dy, rt}t=0,. T ball,_, ball,

advs,

Domain n advs;:\\\\
1! 1]
- 0 . -_ { playert’
advs, a;_ 1\ 4@
e A Ty} mp. T

timeslice t-1 timeslice t
https://arxiv.org/abs/2107.02729
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AdaRL: What, Where, and How to Adapt in Transfer RL

Biwei Huang, Fan Feng, Chaochao Lu, Sara Magliacane, Kun Zhang ICLR 2022

Source domains

Domain 1

— { {player,, Domain-specific parameters "

| | I

1L advs,, g O

- o Tidi=0,... T N
| [ Domain-shared representatior . When we learn from symbolic inputs, |
| player,, | . - p- :
| ball, player,_| player, | the causal graph can be identified, but
N adVS}r’ i we don’t have guarantees on what the;
: = a.,r,f._ ; {
T e bal latent change factorsare |

Domain n advsf—l\ advst
1" n-u— {playert, \

———— ball,, N
advs.,
3 e —— 0
L Ay Uifr—0,...T
— 1 . .
: timeslice t-1 timeslice t
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AdaRL: What, Where, and How to Adapt in Transfer RL

Biwei Huang, Fan Feng, Chaochao Lu, Sara Magliacane, Kun Zhang ICLR 2022

Source domains

Domain 1 Domain-specific parameters

%

. When we learn from images, we |

pomain-shered reresentatiqr cannot identify the causal variables,
$1,6-] S1 so what we learn is not necessarily |
/ causal... but it is still useful ;
Domain n . : n_ S3,t—1 \ S3,t
" N\
il (10
{0pan T} o, 1 timeslice t-1 timeslice t 30
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AdaRL: What, Where, and How to Adapt in Transfer RL

Biwei Huang, Fan Feng, Chaochao Lu, Sara Magliacane, Kun Zhang ICLR 2022

Source domains

Domain 1

|

Domain 2

Estimate graph over

-

i

estimated Sk’ Hk
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AdaRL: What, Where, and How to Adapt in Transfer RL

Biwei Huang, Fan Feng, Chaochao Lu, Sara Magliacane, Kun Zhang ICLR 2022

Source domains

Domain 1

min min
, 0,

Identify s/

Domain 2

from the estimated
graph

* |dentify the dimensions of the state and change factors that $2.-1 S2.¢ $2.1+1
are necessary and sufficient for policy optimisation s3,t1\\s3,, \SW

82
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AdaRL: What, Where, and How to Adapt in Transfer RL

Biwei Huang, Fan Feng, Chaochao Lu, Sara Magliacane, Kun Zhang ICLR 2022

Source domains

Domain 1

Learn optimal

Domain 2

. min Qmin
policy *(s,"", 6;"")
on source domains

* |dentify the dimensions of the state and change factors that $2.-1 S2.¢ $2.1+1
are necessary and sufficient for policy optimisation s3,t1\\s3,, \SW
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AdaRL: What, Where, and How to Adapt in Transfer RL

Biwei Huang, Fan Feng, Chaochao Lu, Sara Magliacane, Kun Zhang ICLR 2022

Source domains

Domain 1

—-

Domain 2

Identify s/ , ™" Learn optimal

from the estimated J§ policy 7*(s;" . 0, ")
graph on source domains

Estimate graph over
estimated §,, 0,

-

Target domain

-
L

i Simplifying
i assumption: no |
| new edges in |
| target domain |

{0, ay, rt}t=0,...,T
84
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AdaRL: What, Where, and How to Adapt in Transfer RL

Biwei Huang, Fan Feng, Chaochao Lu, Sara Magliacane, Kun Zhang ICLR 2022

Source domains

Domain 1

—-

ni

Domain 2

Identify s/ , ™" Learn optimal

from the estimated J§ policy 7*(s;" . 0, ")
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AdaRL: What, Where, and How to Adapt in Transfer RL

Biwei Huang, Fan Feng, Chaochao Lu, Sara Magliacane, Kun Zhang ICLR 2022
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AdaRL:

Sara Magliacane (UvA, MIT-IBM Watson Al)

What, Where, and How to Adapt in Transfer RL
ICLR 2022

Biwei Huang, Fan Feng, Chaochao Lu, Sara Magliacane, Kun Zhang

* Results: we consistently outperform the state-of-the-art thanks to the graph

Oracle Non-t CAVIA PEARL AdaRL* AdaRL Oracle Non-t PN PSM MTQ AdaRL* AdaRL
Upper bound lower bound (Zintgr af et al., 201 9) (R akelly et al., 201 9) Ours w/o masks Ours Upper bound lowerbound (Rusuetal., 2016) (Agarwaletal., 2021a) (Fakooretal.,2020) Ours w/o masks Ours
o 18.65 6.18 @ 9.70 e 11.61 e 15.79 o 14.27 o 18.97
G in 2486.1 1098.5 1603.0 1647.4 1940.5 2217.6 -0l (£2.43) (£2.43) (£2.09) (+3.85) (£+3.26) (+1.93) (£2.00)
- (£369.7) (£472.1) (+877.4) (£617.2) (+841.7) (£981.5) o o | 19-86 6.40 o 9.54 e 10.82 o 10.82 o 12.67 o 15.75
o 693.9 204.6 3020 e 1345 4395 e 5083 - (£1.09)  (£3.17) (£2.78) (£3.29) (£4.13) (£2.49) (+3.80)
- (£100.6)  (+39.8) (£125.8) (£102.4) (£157.8)  (+138.2) Cin | (foas) (1008  (tosm (41.17) (£2.02) Gran  (+105)
M in 2678.2 748.5 @ 2139.7 1784.0 1946.2 o 2260.2 C out 19.78 8.26 @ 14.84 o 17.66 o 15.45 o 17.92 19.03
- (£630.5) (£342.8) (£859.6) (£845.3) (£496.5) (+682.8) % (+£0.25)  (£3.45) (+£1.98) (£2.46) (£3.30) (£1.83) (£0.97)
1405.6 371.0 @ 972.6 e 793.9 o {74.5 @ 1001.7 S_in 18.32 6.91 e 11.80 e 12.65 e 13.68 ¢ 14.23 ¢ 16.65
M_out (4368.0) (£92.5) (£401.4) (4394.2) (£290.8) (£273.3) %91;;3) (:2002) (;tz;%) (Sii'sn) (lﬂi?’;g) (;3;(1)9) (ili'szz)
. . [ ] . [ J . [ ] . [ J . [ ] o
G_iq 1984.2 365.0 @ 1012.5 e 1260.8 o 1157.4 @ 1428.4 S_out (+1.04) (£3.11) (+4.58) (+4.51) (+2.46) (£2.62) (£2.35)
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&M_out | (£270.5) (£139.6) (£481.5) (£175.2) (£184.3) (£272.5) N out | 18-26 6.02 o 13.24 o 11.26 » 15.77 o 14.65 o 18.30
(£1.11)  (£3.19) (£2.55) (£3.15) (£2.12) (£+3.01) (£2.24)

Average final scores on Cartpole (MDP) with N_target=50 Average final scores on Pong (POMDP) with N_target=50

87
https://arxiv.org/abs/2107.02729



https://arxiv.org/abs/2107.02729
https://uvadl2c.github.io/

&3

,83835 Causal vs Causality-inspired Representation Learning Sara Magliacane (UvA, MIT-IBM Watson Al)

FansRL: Factored Adaptation for Non-Stationary Reinforcement Learning
Fan Feng, Biwei Huang, Kun Zhang, Sara Magliacane NeurlPS 2022

 Task: RL agent has to learn a policy that is robust to different types of non-
stationarity, including multiple simultaneous changes of different types

Continuous
episode %

1 2 3 4
Different functions, e.g. sine, linear, damping

Discrete 4|_I_L _|_I_

episode —_ ey
1 2 3 4 1 2 3 4
Within-episode Across-episode
Non-stationary environments Non-stationary rewards
(wind changes) (target changes)
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FansRL: Factored Adaptation for Non-Stationary Reinforcement Learning
Fan Feng, Biwei Huang, Kun Zhang, Sara Magliacane NeurlPS 2022

 The latent change factors are not constant anymore and they model nhon-stationarity
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Factored Non-Stationary MDP
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FansRL: Factored Adaptation for Non-Stationary Reinforcement Learning
Fan Feng, Biwei Huang, Kun Zhang, Sara Magliacane NeurlPS 2022

 The latent change factors are not constant anymore and they model nhon-stationarity
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FansRL: Factored Adaptation for Non-Stationary Reinforcement Learning
NeurlPS 2022

Fan Feng, Biwei Huang, Kun Zhang, Sara Magliacane

* Policy learning: estimate latent change factors, learn policy as if they were observed

* Results: we consistently outperform the state-of-the-art thanks to the graph
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Ablation studies
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The biggest difference in performance is
switching off learning the graph
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Takeaways

 Causal representation learning (learn causal variables from images)

 Requires a lot of interventional data or strong assumptions, not ready yet for RL

* Provides theoretical guarantees, could allow for better generalization

 Causality-inspired representation learning (learn graphs from images)

* No requirements on interventional data, but no identifiability guarantees

o Still empirically useful in RL
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Questions??

I™M TAKING A LOOK AT | [ 15 THAT... BAD? ISN'T THAT JUST 50 WHAT ARE MY ODDS?

POESNT LUOK GOOR2 THE #1 RISK FACTOR [ | | CAUSALITY IS FAMILY HISTORY?
YOU HAVE A LOT OF FOR OUTCOMES. THE. LEADING OF WHAT? \

A FEW VARABLES. BIG CONTRIBUTOR IN THIS (OUNTRY.

TO THE FUTURE.

htips://xkcd.com/2620/
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