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THE DATA BOOM
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IN GOD WE TRUST.

ALL OTHERS MUST BRING DATA.

- W. EDWARDS DEMING, STATISTICIAN, PROFESSOR, AUTHOR

“INFORMATION

[S THE OIL OF THE 21ST CENTURY. AND
ANALYTICS IS THE COMBUSEON ENGINE.??

-Peter Sondergaard

"It’s easy to lie with statistics.
‘If we have data, let's It’s hard to tell the truth without

look at data. If all we 5 o
have are opinions, let's statistics.”

go with mine.”

"Data is not information,
information is not knowledge,
knowledge is not understanding,
understanding is not wisdom.”

"Big Data is like teenage sex: IF YOU
-everyone talks about it, THE -IIB-\R.I]. Aj RE
-nobody really knows how to do it, "

-everyone thinks everyone else is Gl | et LONG ENOUGH
doing it, “v5  TWILL CONFESS
-so everyone claims they are doing » TO ANYTHING

L/
/ t o 2 " - Ronald Coase
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https://www.edvancer.in/50-amazing-big-data-and-data-science-quotes-to-inspire-you/

Internet
According with Internet live stats:

* =40% of the world population has an
:000000,00 e Internet connection today

Users

Internet Users in the World

000,000,000 * In1995, <1%

2,000,000,00 * The number of Internet users has
increased tenfold from 1999 to 2013

1000000000
* 2005: 15t billion
* 2010: 2" billion
* 2014: 39 billion
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https://www.internetlivestats.com/
https://www.edvancer.in/50-amazing-big-data-and-data-science-quotes-to-inspire-you/
https://www.internetlivestats.com/

Internet

* ltchanged the way we live and interact

* We are generating data according with our:
* business, professional and social preferences
* habits and activities

Google Tweeter YouTube

Instagram Skype Facebook
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A HANDBOOK OF

Visualization Vanety Velocity Virality

BIG DATA

SMALL DATA

Volume Velocity
 Amount of * Datain
Data motion
* Dimensionali * Streaming
ty * Sensors
* Size
Variety Veracity
* Logfiles « Datain
 Text doubt
i * Video * Correctness
G| 1Ed. 1993 * Quality

page 8



Data Seen as Value

* "Big Data ... “Suddenly it makes economic sense to
belief that q moxtract value from all this data out

e “Scientist;
data coulg
but now =
including governmente
management in particular, has
realized that data create value.”

S. P. Murphy, 2013
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New Ways to Collect Data

iNaturalist

Explore Learn Record

* Online/web surveys D * loT - Internet of things D « Volunteer Monitoring/Citizen
* Mobile phone surveys * Chatbot is an artificially Science
- GPS tracking intelligent software « Satellite data
_ program that uses . ted/fake dat

* Web tracking natural language nvented/fake data

technologies (like cookies processing to hold a

or meters) conversation with its
* Social media UsErs

monitoring/listening * Web Scraping from

websites

* Crowdsourcing

e o -0


https://i2ifacility.org/insights/blog/15-innovations-in-data-collection-methods-broadening-the-financial-inclusion-survey-toolkit?entity=blog
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More data is not necessarily

more information...

FEATURE SELECTION:

THE RIGHT DATA

Feature Selection:

* Extract from the data useful and valuable
knowledge for real problem solving

LS.



FEATURE SELECTION:

THE RIGHT DATA

Select a small subset of the original
features

Designed to remove irrelevant and
redundant features

Reduce computational complexity

Improve model accuracy
Increase model interpretability
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* |dea: search for feature subsets, using the
classifier accuracy as the measure of utility for a

candidate subset

* Disadvantages:
e computational cost

* selected features are classifier
specific

WRAPPER
METHODS | Exemple

* Stepwise regression
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* |dea: Classifier estimations and feature
selection are not separated and interact

* Disadvantages:

 Selected features are classifier
specific
 Regularized OF=0OF+Aregularization_penalty

EMBEDDED | - t.oroie
METHODS * Regularization methods
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regularization_penalty

FILTER METHODS

Idea: Classifier estimations and feature
selection are separated and depend on a
specific measure of benefit

Most popular ones: rely on Mutual
Information and Entropy

Mutual Information: measures linear and
non-linear associations among features

Example:

 Forward feature selection methods
based on Ml
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ENTROPY,
MUTUAL
INFORMATION




Entropy

Entropy

Motivated by problems in the
field of telecommunications

A Mathematical Theory of Communication*

C.E. Shannon  (1948)

* A measure of uncertainty

* One formula that changed
the world...

Entropy
Discrete rv

HX)=— ZP[’X =x)InP(X = x).

XX
* Does not depend on the
values of X, only on its prob.
* H(a)=0
* H(X)20, Non-negative

* H(X)=In(n), X~Unif{a,,...,a,},
maximum

Differential Entropy
Continous rv

fx (®)In fx (x)dx.
JxeX

Does not depend on the
values of X, only on its prob.

Can be negative
h(X)=In(a), X~Unif(O,a),

e a=1, h(X)=0
e a<i, h(X)<O




Mutual Information Mutual Information
Discrete rv Continuous rv

PIX =xY =y) roor fxv(x.¥)
Y v o . vy (X, y)In 2222 dxdy
XeX ye) P(X =x)P(Y =y) Jyey Jxex xy(®x.y) Ix(x)fy (y)

MI(X.Y) = E E P(X=xY =y)In

* Measures linear and non- * Measures linear and non-
linear associations between linear associations between
XandY XandY

« MI(X)Y) =0 * All properties hold, except

* Symmetric  MIXX)=+0c0

e MIXY)=0iffX]]Y

« MIXX)=H(X)

-
e,
afd
(o)
=
-
O
k=
©
-
afd
-
=
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Generalizations of MI:

Triple Mutual Information

TMI(X,Y,Z)

* The generalization to more than 2
rv -- not unique

* Measures association among X, Y,
and Z

* Not necessarily non-negative

TMI(X.Y.Z) =MI(X.Y) - MI(X.Y|Z).

Conditional Mutual Information

MI(X,Y|Z)

* Measures association between Xand Y

given Z

« MIXY|Z)=0iff X]]Y | Z, conditional

independence




FORWARD
FEATURE
SELECTION




FORWARD FEATURE SELECTION

Goal: Select a small subset of the original features, excluding
irrelevant and redundant features

Xj=arg max MI(C. Su {X;)).

F= Candidate features S=Selected features

C=Class-variable




FORWARD FEATURE SELECTION

Problem:

MI(C, S U {X;}) = MI(C, §) + MI(C, X;|$)

Calculation / Estimation

l

Method




FORWARD FEATURE
SELECTION

15T GROUP

First Group of Methods

* Goal: Obtain subset of features leading to:

* maximum relevance between the
candidate feature and the class

Method Ohiective function evaluated at X;

MIM MIC X;)

\ 4

e Maximizes association with the class
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Second Group of Methods

* Goal: Obtain subset of features leading to:

* maximum relevance between the
candidate feature and the class

| * minimum redundancy of the candidate
feature with respect to the already

FORWARD FEATURE |  selectedones
SELECTION

2P GROUP
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Second Group of Methods

Method Objective funed®h evallaagd ar X;

MIFS MIC. X)L B Y, MK, Xo)

mRMR MIC X | — L 5 s MICK: Xo)
maxMIFS  MIC X, )\ maxy .5 MI(X;, X;)

* Inter-feature redundancy : association

FORWARD FEATURE between the candidate feature and the
SELECTION selected ones

Sw aroup | ¢ Avoids collinearity in the classifier estimation
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Third Group of Methods

 Adds a third term:

* Complementary accommodates
possible dependencies among the
| features given the class

FORWARD FEATURE
SELECTION

2P GROUP
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Third Group of Methods

Method Objective function evaluated ar X;

CIFE MI(C. Xi) — Ty o5 (MICXi X0 /MIGKG. XSO

IMI MI(C X;) —-l"- Y i s (MICK;, Xs) — MICX. X0 )

CMIM MI(C.X;) — maxy . [MI(X: X0 — MICX. X:|0))
MIM MIC. X;) — manyos (ML, Xehe MICX;, XC) — MI(C.Xs))

—

¥
FORWARD FEATURE | © Class-relevant redundancy: contribution of a

candidate feature to the explanation of the

SELECTION class, when taken together with already

3R0 GROUP selected features
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FEATURE Yoy =2 S
SELECTION 2. X I GEO I
METHODS > It v oo AWy, T %

A THEORETICAL COMPARISON

g- TR voc = fx %Yﬁj

22 [ x'q\ ‘?;» 5%
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'8 ? . 0 48637 '\9 8.8.& g How comparisons are usually done:
A 'o : ' P R : 2 _
) 7 . g 8 55
3 o> 0 A T Ll 3 i 55051 9
AR ﬁ R e
B ¥ AR
.3,5 ] fo - .3'

NUMERICAL
COMPARISON:

HOW THINGS ARE USUALLY DONE

Source: Botelho (2020), Study project about feature selection.
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P e T

242 2 .
____ % L5l 2 s e Theoretical Setup:
\s{*‘“ e Vxyt =
b \/‘7‘"’— y KepEtes ; xﬁm’&? Class-Variable: C=Sgn(X+kY)
g vhZ o . ;ggi( t
fhy- Candidate Features: X, X-k'Y, Sgn(X), Z
Y AVAIE PAVA

THEORETICAL X
COMPARISON:

USING A DISTRIBUTIONAL SETTING
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THEORETICAL
COMPARISON:

USING A DISTRIBUTIONAL SETTING

Features Order: Objective functions were
calculated theoretically assuming X,Y, and Z are N(o,1)

Performance Measure:
Minimum Bayes Risk

Minimum Probability of Misclassifiction
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COMPARISONS:

FORWARD FEATURE SELECTION
METHODS

Advantages and drawbacks:

Advantage

(Class association
Feature redundancy
Feature complementarity

Redundancy undervalued
Redundancy overscaled
Complementarity penalized
Unimportant term approximated

-~

Ignores Redundancy
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COMPARISONS:

FORWARD FEATURE SELECTION
METHODS

Advantages and drawbacks:

(lass association X

Feature redundancy

Feature complementarity

Drawback MIM  MIFS
Redundancy undervalued

Redundancy overscaled

Complementarity penalized

Unimportant term approximated

Advantage MIM \MIFS mRMR  maxMIF5

-~

Cannot guarantee

that relevant are
selected before
redundant and

irrelevant features

mBME  maxMIFs

page 37



COMPARISONS:

FORWARD FEATURE SELECTION
METHODS

Advantages and drawbacks:

(lass association

Feature redundancy
Feature complementarity
Drawback

Redundancy undervalued
Redundancy overscaled
Complementarity penalized
Unimportant term approximated

Recommended,
But there are room for
improvements!

‘ ‘ ML CMIM ’

JMI - CMIM
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FEATURE
SELECTION
METHODS

SOLVING REAL PROBLEMS - ESTIMATION
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Empirical estimators:

* Discretize continuous rv
* Estimate entropy and Ml (discrete case)

H(X2)+InA = h(X), as A—0

ENTROPY
ESTIMATION
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Empirical estimators:

MI(X4,Y4) > MI(X,Y)

MI(X4,Y2)
—InA; —InA, +1InA; +1nA,

MUTUAL > MIGKY)
INFORMATION
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ESTIMATION

MI(C,X) MI(C,X-Y)
Kwak, Choi (2002) 0.8459  0.2621

Huang et al. (2008)  0.8438  0.2807

Pascoal (2014) 932  0.1779

TRUE Value : 0.1785

Challenges:

* How todiscretize

 Number of classes
Continuity corrections

MI(X,X-Y)
0.6168
0.6099
0.5004

0.5
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FEATURE
SELECTION

THE FUTURE

a4 f S | e
X: o e g (?‘?’ﬁn
R, 6. 24
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Lot : 3
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dage . XML Ci o i Principal Component Analysis

INTERPOLATION

DIGITS . *

ALGORITHMCO

DIFFERENTTA] E
COMPUTATIONAL
72 2y DISCRETEIMPORTAN TS by

AN

Eigen Problem

FEATURE SELECTION

THE FUTURE
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Giulia Ferrandi
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Igor Kravchenko

Michiel Hochstenbach
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Main Keférences

Theoretical foundations of forward feature selection methods based on
mutual information

Francisco Macedo®®, M. Rosario Oliveira®*, Anténio Pacheco? Rui Valadas®

104

Theoretical evaluation of feature selection meth
information

Claudia Pa



