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・Resurgence trans-series may give a consistent definition of QT

・We may relate perturbative and nonperturbative contributions

◆Resurgence theory in QM and Matrix models  

Series of perturbative series around nontrivial backgrounds :  Trans-series
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図 1 ボレル平面上の特異点の例．左は正，右は
負の実軸上．点線はボレル和の積分経路．

3. ストークス現象とリサージェンス理論

まずは常微分方程式におけるリサージェンス理
論を概観しよう．この理論では漸近級数から完全
な解を構成する方法が体系化されている1)．一般
論として，z = ∞ に不確定特異点を持つ 1 階常
微分方程式 f [z,ϕ(z),ϕ′(z)] = 0の漸近解を考え
る．大まかに zは前節の 1/gに対応する．解とし
ては，

∑
anz−n のような冪級数の形 ϕ0，指数関

数と冪級数の積の形 e−lAzϕl (l = 1, 2, 3...,) があ
り，これら全てを加えたものが一般の形式的解と
なる. ここでは，冪級数について (2)のボレル和
を取った形式的解を考える．ただし A,C は定数.

ϕ±(z;C) = S±ϕ0(z) +
∞∑

l=1

Cle−lAzS±ϕl(z)

(4)

このように，非解析的な指数関数項も全て加えた
解の形式はトランス級数 (trans-series) と呼ば
れる．リサージェンス理論が示した重要な点は，常
微分方程式の解がこのようなボレル和のトランス
級数として書けるという事実である．
一方，z = |z|eiθ の位相によって解の漸近形は
変化する．具体的には，θ を変化させるとある値
Θの前後で，トランス級数における適切な係数が
不連続に変化する．このようなΘをストークス線，
解の漸近挙動が特定の方向で急激に変化する現象
をストークス現象と呼ぶ．ボレル和のトランス級
数 (4)の観点から言うと，ボレル和 S± に含まれ
る ±ϵは θの微小変化と同等なので，θ = Θでは
ϕ+(C) → ϕ−(C + s)のように係数が不連続に変
化する．このような sをストークス定数と呼ぶ．と
ころが解には一意性があり ϕ+(C) = ϕ−(C + s)

が成り立つため，C → C+ sを埋め合わせる形で
S±ϕ0 も不連続になる．結局 e−Az までの近似で，

S+ϕ0(z)− S−ϕ0(z) ≈ se−AzSϕ1(z) (5)

が得られる．今の場合，θ = Θ でボレル変換
B[ϕ0](t)が正の実軸上に無限個の特異点 t = kA

(k = 1, 2, ...)を持ち，その避け方に応じてボレル
和に生じる不定虚部こそが (5)である [図 1左]．こ
のように常微分方程式では，“摂動的”な漸近級数
ϕ0 のボレル和が e−Az など指数部分を含む “非摂
動的”寄与と関係付く．
同じ現象だが，z の位相を固定してボレル和の
積分方向 eiϵ を (無限小ではなく) 変化させても，
ある方向で特異点に遭遇する [図 4参照]．その時
の ϵをストークス線と呼ぶこともある．
量子論の経路積分をイメージするために，以下
の 0次元積分の問題に言い換えよう6)．
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ここで I0は変形ベッセル関数である．まず，この
実関数積分を λ = eiθ|λ|，x → z のように複素領
域へ拡張して，停留位相法に基づいて実行しよう．
停留位相法では，位相が振動する被積分関数につ
いての積分を，振動が収まる停留点近傍で近似す
る．一方，近傍を越えて振動のない経路に沿って
積分を行えば厳密な結果を得ることも可能であり，
ここではその意味での停留位相法を考える．
(6)において S(z) ≡ sin2(z)

2λ を作用と名付ける
と，dS

dz = 0を満たす停留点は z0 = 0, z1 = ±π
2，

それぞれの作用は S0 = 0, S1 = 1
2λ で与えられ

る．経路積分からの類推で z0 を摂動停留点，z1

を非摂動停留点と見なそう．さて，θ ̸= 0では元
の積分経路が「2つの停留点を通り，作用の虚部
が一定で実部が最も増加する複素経路 J0,J1」に
Σ(θ) = n0J0 + n1J1 のように分解される．とこ
ろが，θ = 0でこの積分経路の分解のされ方が不
連続に変化する．具体的には θ = 0 ± ϵ ≡ 0± で
J1,2 は [図 2]のように大きく変わり，各経路の係
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Solution as trans-series

Stokes phenomena & Bridge eq.

Relation between different sectors

Non-perturbative result?



Resurgence and Bion configurations in QM

• In Resurgent trans-series in Quantum mechanics with degenerate vacua, 
Instanton-Antiinstanton (Bion) configurations play vital roles.

• In complexified QM with fermions, bions exist as exact complex solutions.

• One-loop and Lefschetz thimble integrals around complex and real solutions 
are calculated, which are consistent with exact nonperturbative results.

• At QM levels, the relevance of Bion solutions(configurations) is clarified.

How about field theory?  How about bion molecules?

Zinn-Justin(81)  Jentschura, Zinn-Justin(04)   Dunne, Unsal(13)   TM, Sakai, Nitta(15)

Behtash, Dunne, Schafer, Sulejmanpasic,Unsal(15) Fujimori, Kamata, TM, Nitta, Sakai (16)

Fujimori, Kamata, TM, Nitta, Sakai (16)



Bions in 2D CPN models with R1 x S1

• Bion configuration contains two types of quasi modulus (separation and 
phase), whose moduli integrals give bion contributions.

• 2D CPN sigma model is reduced to CPN quantum mechanics.

• Complex and real bion solutions in complexified CPN QM are found.

• One-loop and Lefschetz thimble integrals of complex and real bions are in 
precise agreement with exact results for SUSY and near-SUSY cases. 

Do bion-molecule saddle points exist?

TM, Nitta, Sakai (14)(15)

TM, Nitta, Sakai (15)

Fujimori, Kamata, TM, Nitta, Sakai (16)

Fujimori, Kamata, TM, Nitta, Sakai (16)

Dunne, Unsal (12)

Non-BPS
solutions



Review of Sine-Gordon QM
Detailed talk by Prof. Sakai on Friday 7/22 



What does the imaginary ambiguity indicate?

・sine-Gordon QM

ak = � 2
�

k!

Epert =
�

k=0

ak g2k

(for large k)

Then, we can define the perturbative sum for the non-alternating series as the analytic con-

tinuation of B0(g2) in the g2 complex plane from negative coupling, g2 < 0, to the positive

real axis, g2 > 0. This can be done in one of the two ways as shown in Fig. 2. Approaching

the positive real axis clock-wise (from above) and counter-clock-wise (from below).

B0(|g2| ± i�) = ReB0(|g2|)± i ImB0(|g2|) where ImB0(|g2|) ⇤ e�2SI ⇤ e�2A/g2 (6.4)

is the ambiguous part, and is a manifestation of non-Borel-summability [compare with (1.22)].

A definition of the Borel sum equivalent to what we described above through analytic

continuation in the complex g2-plane is the directional (sectorial) Borel sum. Define

S�P (g2) ⇥ B�(g
2) =

1

g2

� ⌅·ei�

0
BP (t) e�t/g2dt, (6.5)

C+

C�

t

Figure 9. Lateral, or right and left, Borel sums. Dark circles are singularities (poles or branch
points). Whenever a singularity exists between the right and left Borel sums, the theory is non-Borel
summable. The singular direction in the t-plane corresponds to a Stokes line in the complex g2-plane,
see Fig.2. The di�erence of the sectorial sums in passing from ⇥ = 0� to ⇥ = 0+ is the Stokes “jump”
across a Stokes ray.

A special case of this is the lateral Borel sum. The function B�±(g2) is associated with

contours just above and just below the ray at angle ⇥, and is called right (left) Borel resum-

mation. If there are no singular points in the ⇥ direction, then the left and right Borel sums

are equal, and the theory is sectorial Borel summable in the ⇥-direction. A theory for which

there are no singularities on ⇥ = 0 is called Borel summable in physics. In many cases, there

is a ray of singular points of the Borel transform BP (t), as shown in Figure 9. Then, the

theory is non-Borel summable, but left and right Borel summable. The ambiguity described

above, associated with whether we approach the real positive axis from above or below in

the complex g2-plane, in the latter language, maps to the choice of the integration contour

in the Laplace-transform. The integral is, of course, dependent on the choice of the contour,

– 51 –

BPpert(t) =
C

1� t

◆Imaginary ambiguity in SG Quantum Mechanics
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and an anti-fractional instanton, we find that the interaction between them strongly depends on

the relative phase of constituents. We calculate the neutral bion contribution in the CPN−1 model,

based on the interaction potential with the quasi moduli parameter corresponding to the relative

phase between the fractional instanton and anti-instanton. We find that this calculation gives a

correction factor compared to the neutral bion amplitude obtained in the sine-Gordon quantum

mechanics [9, 10].

This paper is organized as follows. In Sec. II, we review instantons and their interactions in the

quantum mechanics with sine-Gordon potential and the Borel summation. In Sec. III we calculate

amplitudes of multi-instanton configurations in sine-Gordon quantum mechanics by integrating out

the moduli parameters. In Sec. IV we discuss the results from the uniform WKB calculations, and

show that they completely agree with the instanton moduli calculations. In Sec. V we discuss the

neutral bion contributions in the compactified CPN−1 model based on the interaction potential

including the relative phase parameter. Section VI is devoted to a summary and discussion. In

Appendix A we give some details of four-instanton calculations.

II. QUANTUM MECHANICS WITH THE SINE-GORDON POTENTIAL

In this article, we focus on the sine-Gordon quantum mechanics described by the Schrödinger

equation

Hψ(x) = −
1

2

d2

dx2
ψ(x) +

1

8g2
sin2(2gx)ψ(x) = E ψ(x) , (1)

where we follow the notation in Refs. [12, 33] except g is replaced by g2 here [52]. The Euclidian

Lagrangian for the sine-Gordon quantum mechanics is given by [53]

L =
1

2

(

dx

dt

)2

+ V (x), V (x) =
1

8g2
sin2(2gx) . (2)

In the g2 → 0 limit, it reduces to the Schrödinger equation of the harmonic oscillator.

The energy eigenvalues of periodic potentials split into bands of states. Within each band, they

are labeled by the Bloch angle θ ∈ [0,π] defined by

ψ

(

x+
π

2g

)

= eiθψ(x) . (3)

In this article, we are interested in the lowest band, although excited bands can be treated similarly.

The energy eigenvalue E of the lowest band can be expressed in terms of the path-integral

E = lim
β→∞

−1

β
Tre−βH = lim

β→∞

−1

β

∫

x(t=−β/2)=x(t=β/2)
Dx(t) e−S+iQθ. (4)

SI =
1

2g2
Im

�
Bpert(g2)

�
= Im

�� �

0

dt

g2
e�t/g2 C

1� t

�
= �2 e�1/g2

g2



◆Instanton + anti-instanton (Bion) in SG
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C. 1 instanton + 1 anti-instanton

The amplitude of one instanton and one anti-instanton amplitude is composed of two configura-

tions [IĪ] and [ĪI], as shown in Fig. 2. In these cases, the interaction between the two constituents

is attractive, and the quasi moduli integral is ill-defined. Therefore we introduce the Bogomolnyi–

Zinn-Justin (BZJ) prescription [29, 30]: we first evaluate the integral by taking −g2 > 0, and then

we analytically continue the result from −g2 > 0 back to g2 > 0 in the complex g2 plane. This

procedure provides the imaginary ambiguity depending on the path of the analytic continuation

as −g2 = e∓iπg2.











!!!
!

!!!
!

[IĪ]
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FIG. 2: A schematic figure of an example of one-instanton and one anti-instanton amplitude ([IĪ], [ĪI]).

Each horizontal line stands for the vacuum in the sine-Gordon potential.

The amplitude of one-instanton and one anti-instanton configuration [IĪ] corresponding to the

left of Fig. 2 is obtained as

[IĪ]ξ−2 =

∫ ∞

0
dR exp

(

−
2

−g2
e−R − ϵR

)

|g2|≪1−→
(

−g2

2

)ϵ

Γ(ϵ)

−g2=e∓iπg2−→ −
(

γ + log
2

e∓iπg2

)

+ O

(

1

ϵ

)

+ O(ϵ)

= −
(

γ + log
2

g2

)

∓ iπ + O

(

1

ϵ

)

+ O(ϵ) , (32)

where we perform the integral in the first line by considering −g2 > 0, and in the second line

analytically continue −g2 > 0 back to g2 > 0 in the complex g2 plane [29, 30]. The third line

shows a two-fold ambiguous expression of −g2 depending on the path of analytic continuation as

−g2 = e∓iπg2. As with the two-instanton case, we have subtracted the divergent part O(1/ϵ) while

the O(ϵ) term disappears in the ϵ → 0 limit.

• Not a solution, but a possible configuration
• Effective attractive force for large separation
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FIG. 11: The euclidean action density s(x1, x2) of neutral bion configurations for λ1 = 1/1000,λ2 = 1/1000

and φ = π/4 in the CP
1
model on R

1
× S

1
. The same action density is depicted in two ways, as a function

of x1, x2 (left) and x1 (right). There is no x2 dependence in the action density, with x2 being a coordinate

of the compactied dimension.

In that case, we obtain the angular coordinate fields of S2 as

Φ(x1, x2) = φ1 −
πx2
L

, cot
Θ(x1, x2)

2
= λ1e

−
πx1
L ∓ λ2e

πx1
L . (108)

This configuration starts from N at x1 = −∞. For the upper sign, it goes through S at

x1 = −L
π log(λ1λ2) and reaches to N with Θ = 2π at x1 = ∞, namely it winds once around the

great circle. The configuration represents the double instanton configuration of the sine-Gordon

quantum mechanics as shown in Fig.1. For the lower sign, the configuration returns back to N

with Θ = 0 at x1 = ∞ approaching but never reaching S at any point in −∞ < x1 < ∞. This

clearly represents the instanton and anti-instanton configuration [IĪ] of the sine-Gordon quantum

mechanics, as shown in the left panel of Fig. 2. The sine-Gordon quantum mechanics captures

only field configurations that can cover the (part of) S2 in the following specific fashion : When

x1 is varied with fixed x2, Θ goes along the great circle (namely fixed Φ), whereas x2 variation

with fixed x1 makes a rotation of Φ with the constant velocity by an amount π at fixed Θ. The

first homotopy group π1 for the sine-Gordon model is one for the upper sign and zero for the lower

sign, but the second homotopy group π2 for the CP 1 model is zero for the both cases. In Fig. 12,

we show the instanton–anti-instanton and instanton-instanton configurations in the sine-Gordon

quantum mechanics corresponding to ei(φ2−φ1) = ∓1 in Eq. (107), and how the corresponding

configuration of the CP 1 model in Eq.(108) cover the sphere S2. Here, each of fractional instanton

31

s(x1, x2)

x

y

0

2

4

42
0

0

1

−1

−2−4

x1

x2

x1

)

0

2

4

−4 40 2−2

s(x1, x2)

FIG. 11: The euclidean action density s(x1, x2) of neutral bion configurations for λ1 = 1/1000,λ2 = 1/1000
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Φ(x1, x2) = φ1 −
πx2
L

, cot
Θ(x1, x2)

2
= λ1e

−
πx1
L ∓ λ2e

πx1
L . (108)

This configuration starts from N at x1 = −∞. For the upper sign, it goes through S at

x1 = −L
π log(λ1λ2) and reaches to N with Θ = 2π at x1 = ∞, namely it winds once around the

great circle. The configuration represents the double instanton configuration of the sine-Gordon

quantum mechanics as shown in Fig.1. For the lower sign, the configuration returns back to N

with Θ = 0 at x1 = ∞ approaching but never reaching S at any point in −∞ < x1 < ∞. This

clearly represents the instanton and anti-instanton configuration [IĪ] of the sine-Gordon quantum

mechanics, as shown in the left panel of Fig. 2. The sine-Gordon quantum mechanics captures

only field configurations that can cover the (part of) S2 in the following specific fashion : When

x1 is varied with fixed x2, Θ goes along the great circle (namely fixed Φ), whereas x2 variation

with fixed x1 makes a rotation of Φ with the constant velocity by an amount π at fixed Θ. The

first homotopy group π1 for the sine-Gordon model is one for the upper sign and zero for the lower

sign, but the second homotopy group π2 for the CP 1 model is zero for the both cases. In Fig. 12,

we show the instanton–anti-instanton and instanton-instanton configurations in the sine-Gordon

quantum mechanics corresponding to ei(φ2−φ1) = ∓1 in Eq. (107), and how the corresponding

configuration of the CP 1 model in Eq.(108) cover the sphere S2. Here, each of fractional instanton
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Suppose, for instance, we have a BPS instanton in Eq.(13) with n = 0 and wish to place another

instanton or anti-instanton to its right, we are forced to take either instanton with n = 1 in Eq.(13)

or anti-instanton with n = 1 in Eq.(14), both of which are anti-BPS configurations. Therefore two

successive (anti-)instantons are inevitably non-BPS. The energy of the non-BPS configuration of

two successive instantons should be more than the sum of individual instanton energies. They are

found to repel each other with the potential [37] for large separations R ≫ 1

VII(R) =
2

g2
exp[−R] . (19)

The non-BPS configuration of successive instanton and anti-instantons are found to attract each

other with the potential for large separations R ≫ 1

VIĪ(R) = −
2

g2
exp[−R] . (20)

For later convenience, we introduce the uniform-WKB ansatz by following Ref. [12]. With the

coordinate variable y in Eq.(10), Eq.(1) can be rewritten as

− g4
d2

dy2
ψ(x) +

1

16
sin2(y)ψ(y) =

g2

2
E ψ(y) . (21)

We define the potential as U(y) ≡ 1
16 sin

2(y). By using the parabolic cylinder function Dν(z)

satisfying the differential equation

d2

dz2
Dν(z) +

(

ν +
1

2
−

z2

4

)

Dν(z) = 0, (22)

we introduce an ansatz for the wave function[38–42]

ψ(y) =
Dν(u(y)/g)
√

u′(y)
, (23)

where the parameter ν = E − 1/2 is the shift of energy eigenvalue E from the ground state energy

of the harmonic oscillator (g2 = 0 limit). Then the Schrödinger equation (21) becomes

U(y)−
1

4
u2(u′)2 −

g2E

2
+ g2

(

ν +
1

2

)

(u′)2 +
g4

2

√
u′

(

u′′

(u′)3/2

)′

= 0, (24)

with u′ ≡ du/dy. In the g2 → 0 limit, Eq.(24) just reduces to 4U(y) = u2(u′)2, whose solution

u0(y) is

u0(y)
2 = 4

∫ y

0

√
Udy = 2 sin2

y

2
→ u0(y) =

√
2 sin

y

2
, (25)

which gives the zeroth-order argument of the parabolic cylinder function in Eq.(23) and solves the

Schrödinger equation of the harmonic oscillator.
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xIĪ(�) =
1
g

arctan e���I +
1
g

arctan e��+�Ī + n�/(2g)
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1/λ2 dependence of the total action S and the force F = −dS

dτ with

θ2 = 0 for (20). For τ ≥ 0, we can interpret τ as separation between the instanton constituents.

The configuration is changed from S = 1 to S = 0, due to the attractive force. The configuration

for τ ! 1 corresponds to neutral bions.
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FIG. 7: Action density s(x1) (up) and charge density q(x1) (down) of the configuration of Eq. (20)

for λ2
1/λ2 = 100, 25, 1, 10−4 (τ = 1.47, 1.02, 0,−2.93) for λ2 = 1 and θ2 = 0. The configurations for

λ2
1/λ2 = 100, 25 correspond to neutral bions.

which is identical to a trivial vacuum.

Here we discuss the characteristic size of neutral bions. As shown in [9], the size of

“charged” bions Nf > 0 is clearly determined since the instanton constituents are bound
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B. 2 instantons
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FIG. 1: A schematic figure of an example of two instanton configurations [II]. Each horizontal line stands

for the vacuum in the sine-Gordon potential.

The amplitude of two instantons shown in Fig. 1 is obtained as

[II]e−2iθξ−2 =

∫ ∞

0
dR exp

(

−
2

g2
e−R − ϵR

)

=

(

g2

2

)ϵ ∫ 2/g2

0
ds e−ssϵ−1

|g2|≪1−→
(

g2

2

)ϵ

Γ(ϵ)

= −
(

γ + log
2

g2

)

+ O

(

1

ϵ

)

+ O(ϵ) , (29)

where γ is the Euler constant and ξ is an instanton factor defined by

ξ ≡ e−SI/
√

πg2 = e−1/(2g2)/
√

πg2. (30)

Here we have neglected terms of order O(g2) or higher. To simplify the formula, we divide the

amplitude by ξ2 and e2iθ. Precisely speaking, the interaction energy between instantons at small

separation R ≪ 1 may not be precisely represented by the potential in Eq.(26). However, our

result is unchanged as long as |g2| ≪ 1 is satisfied. We need to subtract the divergent term O(1/ϵ)

while the O(ϵ) term disappears in the ϵ → 0 limit. The contribution from this amplitude to the

energy eigenvalue of the lowest band is then given by

△E(2,0) = e2iθξ2
(

γ + log
2

g2

)

, (31)

where the superscript (2, 0) stands for two-instanton and zero–anti-instanton amplitude. We note

that the contribution from the two anti-instanton amplitude is obtained by replacing e2iθ by e−2iθ.
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C. 1 instanton + 1 anti-instanton

The amplitude of one instanton and one anti-instanton amplitude is composed of two configura-

tions [IĪ] and [ĪI], as shown in Fig. 2. In these cases, the interaction between the two constituents

is attractive, and the quasi moduli integral is ill-defined. Therefore we introduce the Bogomolnyi–

Zinn-Justin (BZJ) prescription [29, 30]: we first evaluate the integral by taking −g2 > 0, and then

we analytically continue the result from −g2 > 0 back to g2 > 0 in the complex g2 plane. This

procedure provides the imaginary ambiguity depending on the path of the analytic continuation

as −g2 = e∓iπg2.


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


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FIG. 2: A schematic figure of an example of one-instanton and one anti-instanton amplitude ([IĪ], [ĪI]).

Each horizontal line stands for the vacuum in the sine-Gordon potential.

The amplitude of one-instanton and one anti-instanton configuration [IĪ] corresponding to the

left of Fig. 2 is obtained as

[IĪ]ξ−2 =

∫ ∞

0
dR exp

(

−
2

−g2
e−R − ϵR

)

|g2|≪1−→
(

−g2

2

)ϵ

Γ(ϵ)

−g2=e∓iπg2−→ −
(

γ + log
2

e∓iπg2

)

+ O

(

1

ϵ

)

+ O(ϵ)

= −
(

γ + log
2

g2

)

∓ iπ + O

(

1

ϵ

)

+ O(ϵ) , (32)

where we perform the integral in the first line by considering −g2 > 0, and in the second line

analytically continue −g2 > 0 back to g2 > 0 in the complex g2 plane [29, 30]. The third line

shows a two-fold ambiguous expression of −g2 depending on the path of analytic continuation as

−g2 = e∓iπg2. As with the two-instanton case, we have subtracted the divergent part O(1/ϵ) while

the O(ϵ) term disappears in the ϵ → 0 limit.
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Another amplitude of one-instanton and one anti-instanton configurations [ĪI] corresponding to

the right of Fig. 2 turns out to give identical contribution as that in Eq.(32). The total contribution

is given by the sum of them with dropping O(1/ϵ) and O(ϵ) terms,

([IĪ] + [ĪI])ξ−2 = −2

(

γ + log
2

g2

)

∓ 2iπ . (33)

Its contribution to the energy eigenvalue of the lowest band is then given by

△E(1,1) = ξ2
[

2

(

γ + log
2

g2

)

± 2iπ

]

. (34)

If the resurgence idea is valid, this imaginary ambiguity should cancel the imaginary ambiguity

of the non-Borel summable divergent series of the perturbative contribution.

Im[△E(1,1)] + Im[Epert] = 0. (35)

If we insert Eqs.(34) and (35) into the dispersion relation in Eq.(9), we should be able to reproduce

the large-order behavior of the perturbation series

ak =
−1

π

∫ ∞

0
dg2

Im[Epert(g2)]

(g2)k+1
=

1

π

∫ ∞

0
dg2

Im[△E(1,1)]

(g2)k+1

= −
1

π

∫ ∞

0
d(g2)

2e−1/g2

(g2)k+2
= −

2

π
k! (k ≥ 2) , (36)

in accordance with the leading large-order behavior of the perturbation series [30]. Thus we

find that the imaginary ambiguity of the instanton–anti-instanton amplitude correctly cancels the

imaginary ambiguity of the Borel resummation of the (non-Borel summable) perturbation series.

D. 3 instantons

For the three-instanton amplitude shown in Fig. 3, we have two quasi modulus R1, R2 corre-

sponding to the separations between adjacent instantons. For multiple moduli integral of each

given configuration, we need to specify subtraction scheme explicitly, and propose the following:

1. Enumerate possible ordering of quasi moduli integrations, such as
∫

dR1
∫

dR2 and
∫

dR2
∫

dR1 for the three instanton case.

2. Subtract possible poles like 1/ϵ for the first integration, and then perform the next integration

successively, and retain the finite piece.

3. Average the results of all possible orderings.
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C. 1 instanton + 1 anti-instanton

The amplitude of one instanton and one anti-instanton amplitude is composed of two configura-

tions [IĪ] and [ĪI], as shown in Fig. 2. In these cases, the interaction between the two constituents

is attractive, and the quasi moduli integral is ill-defined. Therefore we introduce the Bogomolnyi–
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FIG. 2: A schematic figure of an example of one-instanton and one anti-instanton amplitude ([IĪ], [ĪI]).

Each horizontal line stands for the vacuum in the sine-Gordon potential.
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where we perform the integral in the first line by considering −g2 > 0, and in the second line

analytically continue −g2 > 0 back to g2 > 0 in the complex g2 plane [29, 30]. The third line

shows a two-fold ambiguous expression of −g2 depending on the path of analytic continuation as

−g2 = e∓iπg2. As with the two-instanton case, we have subtracted the divergent part O(1/ϵ) while

the O(ϵ) term disappears in the ϵ → 0 limit.
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Fig. 7: Complex integration cycles for bion amplitude in quantum mechanics. The regularization parameter

is θ = +0(left) and θ = −0(right).

Integrating along each thimble Jσ, we find that

Zσ =

∫

Jσ

dτ exp (−VSG) =
1

m
e−2πiϵ(2σ−1)

(
g2

4m
eiθ
)2ϵ

Γ(2ϵ). (IV.40)

This agrees with the result from the BZJ description. In this calculation of the complex integration,

the region where the integrand is divergent is avoided by moving the integration contour [−∞,∞]

to either of the Lefschetz thimbles [−∞± iπ,∞± iπ]. This is how one extracts a finite result from

the ill-defined integral in the BZJ prescription. Now, it is clear that the ambiguity comes from the

sign of regularization parameter θ in g2 → g2eiθ.

To sum up, unambiguous definition of moduli integral is obtained by making the coupling

constant complex and using the Lefschetz thimble approach. We can regard this method as a more

rigorous definition of the BZJ prescription.

C. Bion contributions in CP 1 model

a. Quasi-moduli Integral

As discussed above and in [22, 36], the bion contribution in CP 1 quantum mechanics can be

expressed by the following quasi zero mode integral with respect to the separation τ and the relative

phase φ,

[IĪ] =

∫ π

−π
dφ

∫ ∞

−∞
dτ e−V (τ,φ), V (τ,φ) = −4m

g2
cosφ e−mτ + 2ϵmτ . (IV.41)
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[I ¯I]⇠�2
=

Z 1

�1
dR exp

✓
� 2

�g2
e�R � ✏R

◆

R ! x+ iy

Zinn-Justin(81)
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The sum of all the six configurations gives

([IĪIĪ] + [ĪIĪI] + [IIĪĪ] + [Ī ĪII] + [IĪĪI] + [ĪIIĪ])ξ−4

= − 16

(

γ + log
2

g2

)3

+ 22π2

(

γ + log
2

g2

)

+ ψ(2)(1) ∓ iπ
[

32

(

γ + log
2

g2

)2

−
16π2

3

]

. (62)

Therefore the contribution of two instantons and two anti-instantons to the energy eigenvalue

of the lowest band is given by

△E(2,2)

= ξ4
[

16

(

γ + log
2

g2

)3

− 22π2

(

γ + log
2

g2

)

− ψ(2)(1) ± iπ
[

32

(

γ + log
2

g2

)2

−
16π2

3

]

]

.

(63)

According to the resurgence, the imaginary part of the two-instanton and two anti-instanton

amplitudes should cancel the imaginary part of the Borel resummation of the divergent perturbation

series. Using the dispersion relation, we can obtain the large-order behavior of the perturbation

series corresponding to the two-instanton and two anti-instanton amplitude in Eq. (63)

ak ≈
1

π

∫ ∞

0
dg2

Im[△E(2,2)]

(g2)k+1

= −
32

π2

∫ ∞

0
dg2

e−2/g2

(g2)k+3

(

(γ + log 2)2 −
π2

6
− 2(γ + log 2) log(g2) + log2(g2)

)

. (64)

This integral can be performed numerically, and the first few results are ak ∼

−2.4317, −7.0925, −22.797, −82.273 for k = 2, 3, 4, 5. Because of the factor e−2/g2 associated

with the four-instanton action 2/g2 = 4SI , the large-order (k ≫ 1) behavior of ak in Eq. (64) can

be estimated with a constant C as

ak =

(

1

2

)k+2

(k + 1)! [C + O(log k/k)] , (65)

exhibiting the (1/2)k+2 factor besides the factorial growth k!. This large-order behavior corresponds

to the singularity of the Borel transform Bpert(g2t) at t = 2/g2 = 4SI in the Borel plane

Bpert(g
2t) ≈ C

∞
∑

k=0

(

1

2

)k+2

(k + 1)!

(

(g2t)k

k!

)

→
C

(2− g2t)2
. (66)

This is consistent with the known and expected results in quantum mechanics. We comment

that we can also calculate the large-order perturbative behavior around the one-instanton and

one–anti-instanton vacuum as ak ≈ 1
π

∫∞
0 dg2Im[△E(2,2)ξ−2]/(g2)k+1.
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cancels the imaginary ambiguity at higher orders

20











!!!
!

!!!
!

[IĪIĪ]











!!!
!

!!!
!
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FIG. 7: A schematic figure of examples of four-instanton amplitudes ([IĪIĪ], [ĪIĪI], [IIĪĪ], [ĪĪII],

[IĪĪI] and [ĪIIĪ]). Each horizontal line stands for the vacuum in the sine-Gordon potential.

Eq.(52), we obtain

[IIĪĪ]ξ−4 = [Ī ĪII]ξ−4

= −
8

3

(

γ + log
2

g2

)3

+
1

3
π2

(

γ + log
2

g2

)

+
1

6
ψ(2)(1) ∓ iπ

[8

3

(

γ + log
2

g2

)2

+
π2

18

]

. (60)

For the fifth [IĪĪI] and the sixth configurations [ĪIIĪ], the two pairs of interactions are

attractive, but the other pair is repulsive. Since these moduli-integrals are the same as [IĪII] in

Eq.(55), we obtain

[IĪĪI]ξ−4 = [ĪIIĪ]ξ−4

= −
8

3

(

γ + log
2

g2

)3

+ 3π2

(

γ + log
2

g2

)

+
1

6
ψ(2)(1) ∓ iπ

[16

3

(

γ + log
2

g2

)2

−
7π2

18

]

. (61)
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According to the resurgence theory, the imaginary part of the two-instanton and two anti-

instanton amplitudes should cancel the imaginary part of the Borel resummation of the divergent

perturbation series. Using the dispersion relation, we can obtain the large-order behavior of the

perturbation series corresponding to the two-instanton and two anti-instanton amplitude in Eq. (63)

ak ≈ 1

π

∫ ∞

0
dg2

Im[△E(2,2)]

(g2)k+1

= −32

π2

∫ ∞

0
dg2

e−2/g2

(g2)k+3

(
(γ + log 2)2 − π2

6
− 2(γ + log 2) log(g2) + log2(g2)

)
. (64)

This integral can be performed numerically, and the first few results are ak ∼

−2.4317, −7.0925, −22.797, −82.273 for k = 2, 3, 4, 5. Because of the factor e−2/g2 associated

with the four-instanton action 2/g2 = 4SI , the large-order (k ≫ 1) behavior of ak in Eq. (64) can

be estimated with a constant C as

ak =

(
1

2

)k+2

(k + 1)! [C + O(log k/k)] , (65)

exhibiting the (1/2)k+2 factor besides the factorial growth k!. This large-order behavior corresponds

to the singularity of the Borel transform Bpert(g2t) at t = 2/g2 = 4SI in the Borel plane

Bpert(g
2t) ≈ C

∞∑

k=0

(
1

2

)k+2

(k + 1)!

(
(g2t)k

k!

)
→ C

(2− g2t)2
. (66)

This is consistent with the known and expected results in quantum mechanics. We comment

that we can also calculate the large-order perturbative behavior around the one-instanton and

one–anti-instanton vacuum as ak ≈ 1
π

∫∞
0 dg2Im[△E(2,2)ξ−2]/(g2)k+1.

I. General cases: n instantons + m anti-instantons

For general cases with n instantons and m anti-instantons, we have (n+m)Cn configurations

depending on the arrangement of constituents. We can classify these (n+m)Cn configurations into

classes based on how many attractive and repulsive interactions are among the n+m− 1 nearest-

neighbor interactions. (We can classify them into 2 × min(n,m) classes for n ̸= m, and 2n − 1

classes for n = m with n,m ≥ 1.) We use the expression Nk,l as the number of configurations

including k attractive and l repulsive interactions satisfying k+ l = n+m− 1, and show examples

Then, we can define the perturbative sum for the non-alternating series as the analytic con-

tinuation of B0(g2) in the g2 complex plane from negative coupling, g2 < 0, to the positive

real axis, g2 > 0. This can be done in one of the two ways as shown in Fig. 2. Approaching

the positive real axis clock-wise (from above) and counter-clock-wise (from below).

B0(|g2| ± i�) = ReB0(|g2|)± i ImB0(|g2|) where ImB0(|g2|) ⇤ e�2SI ⇤ e�2A/g2 (6.4)

is the ambiguous part, and is a manifestation of non-Borel-summability [compare with (1.22)].

A definition of the Borel sum equivalent to what we described above through analytic

continuation in the complex g2-plane is the directional (sectorial) Borel sum. Define

S�P (g2) ⇥ B�(g
2) =

1

g2

� ⌅·ei�

0
BP (t) e�t/g2dt, (6.5)

C+

C�

t

Figure 9. Lateral, or right and left, Borel sums. Dark circles are singularities (poles or branch
points). Whenever a singularity exists between the right and left Borel sums, the theory is non-Borel
summable. The singular direction in the t-plane corresponds to a Stokes line in the complex g2-plane,
see Fig.2. The di�erence of the sectorial sums in passing from ⇥ = 0� to ⇥ = 0+ is the Stokes “jump”
across a Stokes ray.

A special case of this is the lateral Borel sum. The function B�±(g2) is associated with

contours just above and just below the ray at angle ⇥, and is called right (left) Borel resum-

mation. If there are no singular points in the ⇥ direction, then the left and right Borel sums

are equal, and the theory is sectorial Borel summable in the ⇥-direction. A theory for which

there are no singularities on ⇥ = 0 is called Borel summable in physics. In many cases, there

is a ray of singular points of the Borel transform BP (t), as shown in Figure 9. Then, the

theory is non-Borel summable, but left and right Borel summable. The ambiguity described

above, associated with whether we approach the real positive axis from above or below in

the complex g2-plane, in the latter language, maps to the choice of the integration contour

in the Laplace-transform. The integral is, of course, dependent on the choice of the contour,

– 51 –
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III. MULTI-INSTANTON AMPLITUDES IN SINE-GORDON QUANTUM

MECHANICS

A. General setting

In this section we calculate multi-instanton amplitudes in sine-Gordon quantum mechanics.

We need to integrate over the distances R between instantons and (anti-)instantons as quasi-

moduli. Since the interaction (19) and (20) between instantons and (anti-)instantons vanish at

large distances, we need to regulate the integral by introducing a factor ϵ into the effective potential

V [R] = ±
2

g2
exp(−R) + ϵR , (26)

where + is for the instanton-instanton repulsive interaction and − for the instanton–anti-instanton

attractive interaction. The regularization parameter ϵ can be identified as the number Nf of

fictitious fermions[9, 29–31, 35, 36]. After subtracting divergences, we need to take the limit ϵ → 0.

Even after eliminating the divergence arising from large separations (R → ∞), we have an-

other source of divergence for the case of the attractive instanton–anti-instanton interaction: the

integrand exp[ 2g2 exp(−R) − ϵR] becomes divergent as g2 → +0, contrary to the repulsive case.

Therefore the moduli-integral gets divergent contributions from small R regions, and is ill-defined

in the semi-classical limit (|g2| ≪ 1). This is why we need to introduce the Bogomolnyi–Zinn-Justin

(BZJ) prescription [29, 30]: We first regard −g2 as real positive (−g2 > 0) to make the integral

well-defined in the semi-classical limit, and then we analytically continue −g2 > 0 back to g2 > 0

in the complex g2 plane at the end of the calculation.

The energy eigenvalue of the lowest band has contributions△E(n,m) from the amplitude [I···Ī]all

of n-instanton and m-anti-instanton configuration as

△E(n,m) = −[II · · · ĪĪ]all , (27)

[II · · · ĪĪ]all =

(

e−SI

√

πg2

)n+m

ei(n−m)θ
∫

dR1dR2...dRn+m−1 e
−V [R1]−V [R2]−···V [Rn+m−1] , (28)

where [II···ĪĪ]all stands for the sum of configurations which can be composed of n instantons andm

anti-instantons in all possible orderings. As shown in Ref. [33], the contribution contains eiQθ with

Q = n−m being the instanton charge since the Bloch angle θ shows up in a topological term iQθ

in the Euclidian action in Eq.(4). We perform the quasi-moduli integral taking only interactions

between neighboring instantons among the (n+m− 1) instantons. We should perform this multi-

integral in the semi-classical region |g2| ≪ 1, and subtract the divergent parts appropriately at

each level of the multi-integral. We will evaluate them explicitly from the next subsection.

e�4SI

Uniform WKB by Prof. Sakai, Friday 7/22

Dunne, Unsal (14)
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FIG. 1: Real and complex solutions in the inverted tilted double well
potential. The inverted potential (on the real axis) is shown in black,
the real bounce and associated critical and turning points are shown
in red, and the pair of complex bions and turning and critical points
are blue. The blue points correspond to zcr

1 and zT ,z⇤T in (6). Note
that the motion takes place in the real and imaginary parts of the
complex potential, as explained in the text.

where we have used the Cauchy-Riemann equations ⌅xVr =
⌅yVi, and ⌅yVr = �⌅xVi. An important aspect of (2) is that it
does not describe an ordinary two-dimensional classical me-
chanical system: the holomorphic classical mechanics is not
the same as the motion of a particle in the two-dimensional
inverted potential �Vr(x,y). Instead of the usual Newton
equations with force ⌅⇧Vr(x,y), the force in the x-direction is
due to ⇧xVr(x,y) while the force in the y-direction is due to
�⇧yVr(x,y). This has interesting consequences.

Supersymmetric quantum mechanics: Consider supersym-
metric quantum mechanics with the superpotential W (x)

S =
⇥

dt
� 1

2 ẋ
2 + 1

2 (W ⌃)2 +[⇥̄⇥̇+ pW ⌃⌃⇥̄⇥]
⇥
, (3)

corresponding to p = 1. The parameter p will be used to
deform the theory away from the supersymmetric point [9].
We choose W (x) with more than one critical point, so that
there will be real instantons. By projecting to fermion number
eigenstates one obtains a pair of Hamiltonians H± [24]:

H± = 1
2 p̂

2 +V±(x) , V±(x) =
1
2 (W ⌃(x))2 ± p

2 W ⌃⌃(x) . (4)

In the following we consider superpotentials of the form
W (x) = 1

gW (
 gx), and rescale x = gx. Then the Euclidean

action takes the form SE = 1
g
�

dt( 1
2 ẋ2+V±(x)). We work with

the bosonized description (4). Note that compared to the orig-
inal bosonic potential 1

2 (W
⌃)2 the bosonized theory contains

an O(g) term that arises from integrating out the fermions.
The quantum modified holomorphic equations of motion in
the inverted potential �V+(z) is

d2z
dt2 =W ⌃(z)W ⌃⌃(z)+

pg
2

W ⌃⌃⌃(z) . (5)

!!! !!!

"#"$#

%&"$#

!'

'

!

FIG. 2: Complex bion solution in supersymmetric quantum mechan-
ics with a double well potential. The black and red lines show the
real and imaginary part of the solution for pg = 1 · 10�6. The char-
acteristic size of the solution is Re[2t0]⇧ 1

2 log 16
pg . For larger values

of pg the two tunneling event merge.

Double well potential: Consider W (x) = x3/3� x, so that
V (x) is an asymmetric double well potential with an O(g)
“tilt”. The ground state energy of the system is zero to all or-
ders in perturbation theory, but non-perturbatively supersym-
metry is spontaneously broken and the ground state energy
is non-zero and positive [24]. Note that the positivity of the
ground state energy is a consequence of the SUSY algebra,
H = 1

2{Q, Q̄}, where Q and Q̄ are the SUSY generators.
In the original formulation (3) this can be understood as the

contribution from approximate instanton-anti-instanton solu-
tions of the bosonic potential 1

2 (W
⌃)2 [9]. In the bosonized

version we seek classical solutions in the inverted potential
�V+. However, the real equations of motion in the inverted
potential have no finite action configurations except for the
trivial perturbative saddle, and an exact (real) bounce solu-
tion. But this bounce is related to the false vacuum and is
not directly relevant for ground state properties, which are de-
termined by saddles starting at the global maximum of the
inverted potential. But the real motion of a classical particle
starting at such a global maximum is unbounded, and has in-
finite action.

On the other hand, the holomorphic Newton’s equation (5)
does support finite action solutions starting from the global
maximum. There are exact finite action complex solutions
that start at the global maximum of the inverted potential and
bounce back from one of the two complex turning points,
whose real part is located near the top of the local maximum,
see Fig. 1. We refer to this as the “complex bion” solution:

zcb(t) = zcr
1 �

zcr
1 � zT

2
coth
⇤�cbt0

2

⌅⌥
tanh
⇧

�cb(t + t0)
2

⌃

� tanh
⇧

�cb(t� t0)
2

⌃�
, (6)

where zcb(±⇤) = zcr
1 is the global maximum of the inverted

potential, and zT =�zcr
1 ± i
 

pg/(�zcr
1 ) are the complex turn-
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In the context of two illustrative examples from supersymmetric quantum mechanics we show that the semi-
classical analysis of the path integral requires complexification of the configuration space and action, and the
inclusion of complex saddle points, even when the parameters in the action are real. We find new exact complex
saddles, and show that without their contribution the semi-classical expansion is in conflict with basic properties
such as positive-semidefiniteness of the spectrum, and constraints of supersymmetry. Generic saddles are not
only complex, but also possibly multi-valued, and even singular. This is in contrast to instanton solutions, which
are real, smooth, and single-valued. The multi-valuedness of the action can be interpreted as a hidden topological
angle, quantized in units of ⇤ in supersymmetric theories. The general ideas also apply to non-supersymmetric
theories.

Introduction: We address the question of how to properly
define the semi-classical expansion of the path integral in
quantum mechanics and quantum field theory. This question
goes beyond the problem of studying the semi-classical ap-
proximation, because the theory of resurgence shows that the
semi-classical expansion encodes perturbative as well as non-
perturbative effects, and may provide a complete definition of
the path integral [1, 2]. We consider a set of examples for
which we show that the path integral measure and action must
be complexified, and that novel complex saddle points appear.
The usefulness of complexification is not surprising from the
point of view of the steepest descent method for ordinary in-
tegration, but important new effects appear in functional inte-
grals. We show that in generic cases complexification is in-
deed essential. Our results go beyond proposals in the litera-
ture to complexify the path integral in cases where coupling
constants are analytically continued away from their physical
values, as described in the work of Witten on Chern-Simons
theory [3], and Harlow, Maltz and Witten on Liouville theory
[4], and is potentially related to the complexification of the
phase space formulation of path integral [5]. Complex sad-
dles were previously studied as a computational tool in quan-
tum mechanics, see e.g. [6–9]. Complex path integrals were
also studied in connection with the sign problem in the Eu-
clidean path integral of QCD and related model systems at fi-
nite chemical potential [10–14]. Here, we demonstrate the ne-
cessity of complexification even for the physical theory with
real couplings. In [15] we show that these complex saddles
have a natural interpretation in terms of thimbles in Picard-
Lefschetz theory.

There are several calculations in field theory that suggest
the importance of complex saddle points. As an example con-
sider N = 1 supersymmetric gluodynamics on R3 ⇥ S1 with
SUSY preserving boundary conditions. This theory is confin-
ing, and has a non-perturbatively generated bosonic potential
for the Polyakov line. The potential for the Polyakov line can
be computed using bions, molecules of monopole-instantons
[16, 17]. Bions also determine the vacuum energy, with the
conclusion that supersymmetry is unbroken, e.g, for SU(2)
theory, Egr ⌅ �e�2Sm � e�2Sm±i⇤ = 0 where the first is from

magnetic bion and the latter from neutral bion. This calcu-
lation agrees with a calculation based on supersymmetry and
the monopole instanton induced superpotential [18]. A puzzle
concerning this result is that the sum over different bion types
give zero vacuum energy, despite the fact that contribution of
real saddles is universally negative-semidefinite [33].

The calculations in [17, 19] are based on analytic continua-
tion in the coupling constant. Ref. [20] reinterprets the relative
sign between the two different bion types as a hidden topo-
logical angle (HTA), a factor exp(i⇤) associated with the rela-
tive phase in the quasi-zero mode Lefschetz thimble, which is
nothing but a direction in field space. This result suggests that
the calculation can be done directly for real values of g, and
that bions arise as exact (non-BPS) saddle point solutions of
the complexified path integral, and furthermore that the HTA
is related to the imaginary part of the complexified action.

SUSY gluodynamics on R3 ⇥ S1 is not an isolated case.
Similar phenomena occur in N = 1 SU(2) SUSY QCD [21],
in three-dimensional SUSY gauge theory [22], and in N = 2
SUSY QM [23]. In this paper we make the basic idea precise
in the context of SUSY quantum mechanics.

Formalism and holomorphic Newton’s equation: Consider
the Euclidean quantum mechanical path integral as a sum over
real paths, Z =

�
Dx(t) exp(� 1

h̄ SE), with SE =
�

dt( 1
2 ẋ2 +

V (x)). The critical points solve Newton’s equation in the in-
verted potential, d2x

dt2 =+ ⇧V
⇧x . This leads to the standard multi-

instanton calculus in quantum mechanics. More general sad-
dle points appear in the complexified path integral

Z =
⇥

�
Dz e�

1
h̄ S[z(t)] , S[z(t)] =

⇥
dt
� 1

2 ż2 +V (z)
⇥
, (1)

where � is an integration cycle that has the same dimensional-
ity as the original real path integral. The critical points of the
complexified path integral solve the holomorphic Newton’s
equation in the inverted potential �V (z): ⇥S

⇥z = 0 ⌅ d2z
dt2 =

+ ⇧V
⇧z . In terms of real and imaginary parts of the potential,

V (z) =Vr(x,y)+ iVi(x,y), we get

d2x
dt2 =+

⇧Vr

⇧x
,

d2y
dt2 =�⇧Vr

⇧y
, (2)
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In the context of two illustrative examples from supersymmetric quantum mechanics we show that the semi-
classical analysis of the path integral requires complexification of the configuration space and action, and the
inclusion of complex saddle points, even when the parameters in the action are real. We find new exact complex
saddles, and show that without their contribution the semi-classical expansion is in conflict with basic properties
such as positive-semidefiniteness of the spectrum, and constraints of supersymmetry. Generic saddles are not
only complex, but also possibly multi-valued, and even singular. This is in contrast to instanton solutions, which
are real, smooth, and single-valued. The multi-valuedness of the action can be interpreted as a hidden topological
angle, quantized in units of ⇤ in supersymmetric theories. The general ideas also apply to non-supersymmetric
theories.

Introduction: We address the question of how to properly
define the semi-classical expansion of the path integral in
quantum mechanics and quantum field theory. This question
goes beyond the problem of studying the semi-classical ap-
proximation, because the theory of resurgence shows that the
semi-classical expansion encodes perturbative as well as non-
perturbative effects, and may provide a complete definition of
the path integral [1, 2]. We consider a set of examples for
which we show that the path integral measure and action must
be complexified, and that novel complex saddle points appear.
The usefulness of complexification is not surprising from the
point of view of the steepest descent method for ordinary in-
tegration, but important new effects appear in functional inte-
grals. We show that in generic cases complexification is in-
deed essential. Our results go beyond proposals in the litera-
ture to complexify the path integral in cases where coupling
constants are analytically continued away from their physical
values, as described in the work of Witten on Chern-Simons
theory [3], and Harlow, Maltz and Witten on Liouville theory
[4], and is potentially related to the complexification of the
phase space formulation of path integral [5]. Complex sad-
dles were previously studied as a computational tool in quan-
tum mechanics, see e.g. [6–9]. Complex path integrals were
also studied in connection with the sign problem in the Eu-
clidean path integral of QCD and related model systems at fi-
nite chemical potential [10–14]. Here, we demonstrate the ne-
cessity of complexification even for the physical theory with
real couplings. In [15] we show that these complex saddles
have a natural interpretation in terms of thimbles in Picard-
Lefschetz theory.

There are several calculations in field theory that suggest
the importance of complex saddle points. As an example con-
sider N = 1 supersymmetric gluodynamics on R3 ⇥ S1 with
SUSY preserving boundary conditions. This theory is confin-
ing, and has a non-perturbatively generated bosonic potential
for the Polyakov line. The potential for the Polyakov line can
be computed using bions, molecules of monopole-instantons
[16, 17]. Bions also determine the vacuum energy, with the
conclusion that supersymmetry is unbroken, e.g, for SU(2)
theory, Egr ⌅ �e�2Sm � e�2Sm±i⇤ = 0 where the first is from

magnetic bion and the latter from neutral bion. This calcu-
lation agrees with a calculation based on supersymmetry and
the monopole instanton induced superpotential [18]. A puzzle
concerning this result is that the sum over different bion types
give zero vacuum energy, despite the fact that contribution of
real saddles is universally negative-semidefinite [33].

The calculations in [17, 19] are based on analytic continua-
tion in the coupling constant. Ref. [20] reinterprets the relative
sign between the two different bion types as a hidden topo-
logical angle (HTA), a factor exp(i⇤) associated with the rela-
tive phase in the quasi-zero mode Lefschetz thimble, which is
nothing but a direction in field space. This result suggests that
the calculation can be done directly for real values of g, and
that bions arise as exact (non-BPS) saddle point solutions of
the complexified path integral, and furthermore that the HTA
is related to the imaginary part of the complexified action.

SUSY gluodynamics on R3 ⇥ S1 is not an isolated case.
Similar phenomena occur in N = 1 SU(2) SUSY QCD [21],
in three-dimensional SUSY gauge theory [22], and in N = 2
SUSY QM [23]. In this paper we make the basic idea precise
in the context of SUSY quantum mechanics.

Formalism and holomorphic Newton’s equation: Consider
the Euclidean quantum mechanical path integral as a sum over
real paths, Z =

�
Dx(t) exp(� 1

h̄ SE), with SE =
�

dt( 1
2 ẋ2 +

V (x)). The critical points solve Newton’s equation in the in-
verted potential, d2x

dt2 =+ ⇧V
⇧x . This leads to the standard multi-

instanton calculus in quantum mechanics. More general sad-
dle points appear in the complexified path integral

Z =
⇥

�
Dz e�

1
h̄ S[z(t)] , S[z(t)] =

⇥
dt
� 1

2 ż2 +V (z)
⇥
, (1)

where � is an integration cycle that has the same dimensional-
ity as the original real path integral. The critical points of the
complexified path integral solve the holomorphic Newton’s
equation in the inverted potential �V (z): ⇥S

⇥z = 0 ⌅ d2z
dt2 =

+ ⇧V
⇧z . In terms of real and imaginary parts of the potential,

V (z) =Vr(x,y)+ iVi(x,y), we get

d2x
dt2 =+

⇧Vr

⇧x
,

d2y
dt2 =�⇧Vr

⇧y
, (2)
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FIG. 3: Real and complex solutions in the quantum modified in-
verted Sine-Gordon potential. The inverted potential (on the real
axis) is shown in black, the real bounce and associated critical and
turning points are shown in red, the pair of complex bions and asso-
ciated turning as well as critical points are blue, and the real bion is
shown in green. In order to smoothen the (singular) complex bion
the solution is plotted at ⇤ = 0.95⇥. The singular limit is shown as
the dashed line. Note that the vacuum properties are governed by the
real and complex bion solutions.

global maxima, say at x = 0 and x = 4⇥. It has the form of
an instanton-instanton solution, and as such has no analogue
in the double-well case. There is also a complex bion solution
that starts from a global maximum of the inverted potential,
and is reflected from a complex turning point, with real part
near the local maximum. This solution can be found directly
or by analytic continuation from the real bounce, p ⌃ pei⇤,
and leads to an exact finite action complex saddle:

zcb(t) = 2⇥±4
�

arctane�⌅cb(t�t0) + arctane⌅cb(t+t0)
⇥
, (14)

where ⌅cb =
⇧

V ��(0) =
⌃

1+ pg
8 . The complex parameter

t0 ⌥ 1
2⌅cb

ln
�
� 32

pg

⇥
, where Re[2t0] is the complex bion size.

The action is

Scb ⌥
⇤

16
g

+ p ln
32
pg

+ . . .

⌅
± i p⇥ . (15)

The complex bion has the form of a complex instanton/anti-
instanton molecule. An interesting new feature of this solution
is that it is singular at t =±t0, even though the action is finite.
Physically this is because the real part of the holomorphic po-
tential has ridges along the y direction, and the holomorphic
equations of motion allow the particle to roll up (notice rel-
ative signs in (2)) along one ridge and then jump to the next
ridge at infinity before rolling back again.

The analytic continuation in ⇤ smooths this singularity, and
the solution is correspondingly multivalued as ⇤ ⌃ ⇥± �: see
Fig. 4. As ⇤ ⌃ ⇥ the real part of zcb(t) has a discontinuity,
and the imaginary part diverges. The action is finite, because
the divergence in the action integral due to the singular be-
havior in Rez(t) and Imz(t) cancel. Fig. 5 shows the real and

FIG. 4: Complex solutions in the quantum modified Sine-Gordon
potential with pg = 2 · 10�5. ⇤ = 0 correspond to the real bounce
solution. At ⇤ = ⇥�, the real bounce turns into a complex bion. The
characteristic size of the solution is Re[2t0]⇧ ln 32

pg .

FIG. 5: Action of the complex saddle solution in the Sine-Gordon
potential as a function of ⇤ for pg = 0.1. ⇤ = 0 corresponds to the
real bounce, and ⇤ = ⇥ is the complex bion, a multi-valued singular
solution.

imaginary parts of the action as a function of the ⇤ parameter.

In the semi-classical limit the ground state can be described
as a dilute gas of complex and real bions, with energy

Egs ⌅�e�Scb � e�Srb =�e±i⇥e�2Srb � e�2Srb = 0 , (16)

consistent with the requirement of supersymmetry. The non-
inclusion of the multi-valued saddle would result in a negative
ground state energy and a conflict with the constraints of su-
persymmetry algebra. This proves that in order for the semi-

Non-perturbative effects is expected to be 
described by contribution from complexified solutions.

Real Bion
Complex 

Bion

Bounce

Figure 4. Inverted quantum modified potential in a theory with a periodic bosonic potential.

There are exact real and complex saddle solutions in the quantum modified Sine-Gordon

model. Both the real and complex bions are necessary in order to explain the non-perturbative

vanishing of the vacuum energy of the corresponding Nf = 1 SUSY QM model. The Euclidean

description of the vacuum is a dilute gas of real and complex bions.

4. Moreover, the real part of the action is exactly equal to the real bion action, and

roughly equal to the twice the instanton action SI . The net contribution to the ground

state energy is �e�S
rb � e�S

cb = �e�2SI � e�2SI±i⇡ = 0. Notice that the imaginary

part of the complex bion action or HTA, ±i⇡, is necessary for the non-perturbative

vanishing of the vacuum energy [26]. One dramatic aspect in this case is that the

complex bion solution is both multi-valued, as well as singular, but has finite action

with smooth real part. Similar multi-valued solutions also appeared in Ref.[51], which

we discuss in Section 8.1.) Since the hidden topological angle is defined modulo 2⇡,

the naively multi-valued action is in fact single valued, and no pathologies arise for

the supersymmetric theory. For non-supersymmetric theories for which the complex

bion term comes out as e±ip⇡, the semiclassical analysis involves both the HTA and

resurgent cancellations.

There is a particularly simple way to obtain the complex bion solutions that we

will employ in this work, and one can check that the resulting solutions satisfy the

holomorphic Newton equations. In Figs. 3 and 4, there is an obvious exact bounce

solution. Starting with the bounce solution, consider an analytic continuation in p

p 2 R ! pei✓ 2 C . (1.13)

As ✓ changes, the path integral moves into an unphysical region of parameter space,

similar to the discussion of [51], where the theory ceases to have a physical Hilbert

– 11 –
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V. COMMENTS ON BION CONTRIBUTIONS IN SINE-GORDON MODEL

In the zero angular momentum (l = 0) sector of the CP 1 mechanics, the phase of the inhomo-

geneous coordinate ' can be ignored. so that the classical CP 1 action reduces to that of the

sine-Gordon model

L =
1

4g2

⇣
✓̇2 �m2 sin2 ✓

⌘
+ ✏m cos ✓,

✓
' = tan

✓

2
ei�

◆
. (V.1)

Since the bion solutions are in the zero angular momentum sector, the sine-Gordon action (V.1)

also has the corresponding bion solutions [37, 38]. The crucial di↵erence is that the bions in the

sine-Gordon model do not have phase modulus. This is merely one manifestation of the fun-

damental di↵erence of the topology of the target space: S1 for the sine-Gordon model,

and CP 1 = S2 for the CP 1 model. This fact particularly gives a marked di↵erence when

we consider quantum theory. Consequently, the non-perturbative contributions from real and

complex bions to the ground state energy in the sine-Gordon model is di↵erent from that in the

CP 1 model. In the sine-Gordon model, the one-loop approximation of contributions from real

and complex bions, which is valid in the limit g ! 0 with fixed � = m✏g2, gives

� lim
�!1

Z
1

Z
0

=

s
8!5

⇡g2(!2 �m2)
(1 + e±2⇡i✏) exp


�2!

g2
� 2✏ arcsinh

✓
2!2

!2 �m2

◆�
, (V.2)

while the complexified quasi moduli integral, which is valid in the limit g ! 0 with fixed ✏, gives

� lim
�!1

Z
1

Z
0

=
m

2⇡
(1 + e±2⇡i✏)�(2✏) exp


�2m

g2
+ (2✏� 1) log

g2

4m

�
. (V.3)

These results do not agree with the corresponding non-perturbative corrections (III.38) and (IV.62)

in the CP 1 model. The mismatch of the ground state energies is due to the di↵erence of the

Hamiltonians

H l=0

CP 1 = �g2
✓
@2

✓

+
1

tan ✓
@
✓

◆
+

m2

4g2
sin2 ✓ � ✏m cos ✓ = H

SG

� g2

tan ✓
@
✓

. (V.4)

The nonperturbative corrections (V.2) and (V.3) vanish in the limit ✏ = 1

2

. This is in

accord with the fact that ✏ = 1

2

is the supersymmetric limit of the sine-Gordon model

(corresponding to a single Majorana fermion, rather than a Dirac fermion).

As opposed to the CP 1 model, the ambiguity in (V.2) and (V.3) does not vanish in the near

supersymmetric regime ✏ ⇡ 1

2

. To compare it with the ambiguity in the perturbative part, let us

consider the leading order correction to the ground state energy in the near supersymmetric limit:

E(1) ⌘ lim
✏!

1
2

@
✏

E = E
(1)

pert

+ E
(1)

bion

. (V.5)

One-loop and thimble integrals justify this argument. 

Fujimori, Kamata, TM, Nitta, Sakai (16) See arXiv:1607.04205 

Exact results for SUSY case should be reproduced
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is consistent with (1) even from short to large separations. Our ansatz can be used to study

bions and related physics for a wide range of separations. For the non-ZN twisted boundary

conditions with N = 3, which we term a “split” boundary condition, we find out a different

fractionalized instanton-anti-instanton ansatz. We again show that the configuration has a

negative mode. We extend the ansatz to general N ≥ 3 cases, and find that the interaction

potential between the instantons has qualitatively the same properties as (1) up to some

factors in the extended versions. This fact indicates universality of resurgence based on

neutral bions for general boundary conditions.

In Sec. II we introduce CPN−1 models with some notations for calculations. In Sec. III

we first introduce ZN twisted boundary conditions and discuss how fractionalized instantons

emerge. We then propose a specific ansatz for neutral bions, and discuss the properties. In

Sec. IV we consider non-ZN twisted boundary conditions, and discuss bion-like configurations

for the cases. Section V is devoted to a summary.

II. CPN−1 MODEL

Let ω(x) be an N -component vector of complex scalar fields, and n(x) be a normalized

complex N -component vector composed from ω: n(x) ≡ ω(x)/|ω(x)| with |ω| =
√

ω†ω.

Then, the action and topological charge representing π2(CPN−1) ≃ Z of the CPN−1 model

in Euclidean two dimensions are given by (see, e.g., Ref. [47])

S =
1

g2

∫
d2x(Dµn)†(Dµn) , (5)

Q =

∫
d2x iϵµν(Dµn)†(Dνn) =

∫
d2xϵµν∂µAν , (6)

respectively, where d2x ≡ dx1dx2 and µ, ν = 1, 2. Here, we have defined the covariant

derivative by Dµ = ∂µ − iAµ with a composite gauge field Aµ(x) ≡ −in†∂µn.

The action S and topological charge Q can be expressed in terms of the projection

operator P ≡ nn† = ωω†

ω†ω and using the complex coordinate z ≡ x1 + ix2,

S =
2

g2

∫
d2xTr [∂zP∂z̄P] , (7)

Q = 2

∫
d2xTr [P(∂z̄P∂zP − ∂zP∂z̄P)] . (8)

All through this paper, we focus the geometry R1×S1 and configurations on it satisfying

periodicity in the x2 direction with compactification scale L. For all the configurations

◆Notation in CP^N-1 model
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・ZN twisted b.c. in S^1 direction

・Spatial compactification S^1
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considered in the present paper, the action density and the topological charge density are

reduced to be functions of x1 after the integration over x2:

S =
1

g2π

∫

dx1s(x1) =
1

g2π

∫

dx1Tr [∂zP∂z̄P] , (9)

Q =
1

π

∫

dx1q(x1) =
1

π

∫

dx1Tr [P(∂z̄P∂zP− ∂zP∂z̄P)] , (10)

where we have defined the action density s(x1) and the charge density q(x1) depending only

on x1. We note that the action and charge with the factor 1/(2π) yield integers or multiples

of 1/N after x1 integration. In this paper, we omit the coupling 1/g2 for simplicity.

The CP 1 model is equivalent to the O(3) nonlinear sigma model, described by three real

scalar fields m(x) = (m1(x), m2(x), m3(x))T with a constraint m(x)2 = 1. More explicitly,

m(x) = n†(x)σ⃗n(x) =
ω†(x)σ⃗ω(x)

ω†(x)ω(x)
(11)

=
(ω∗1ω2 + ω∗2ω1,−iω∗1ω2 + iω∗2ω1, |ω1|2 − |ω2|2)

ω†(x)ω(x)
,

with the Pauli matrices σ⃗. Then, the action is

S =
1

g2

∫

d2x∂µm · ∂µm. (12)

III. FRACTIONALIZED INSTANTONS AND NEUTRAL-BION

CONFIGURATION IN ZN TWISTED BOUNDARY CONDITIONS

A. ZN twisted boundary conditions

In the present section, we propose a neutral bion ansatz for a ZN twisted boundary

condition in the CPN−1 model on R1×S1. ZN twisted boundary conditions in a compactified

direction is expressed as [9, 10]

ω(x1, x2 + L) = Ωω(x1, x2) , Ω = diag.
[

1, e2πi/N , e4πi/N , · · ·, e2(N−1)πi/N
]

. (13)

In SU(N) gauge theories with adjoint quarks, this ZN twisted boundary condition cor-

responds to the vacuum with the gauge symmetry breaking SU(N) → U(1)N−1, where

Wilson-loop holonomy in the compactified direction is given by

⟨A2⟩ = (0, 2π/N, · · ·, 2(N − 1)π/N) , for N ≥ 3 , (14)

(favored vacuum for the case with fermions)
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Figure 5. Small and large Q = 1 instantons in CP1in a weak coupling center-symmetric back-
ground. Large instantons split into two Q = 1

2 instantons.

this section, we re-derive this result in an alternative way. We show that a 2d instanton

decomposes into N kink-instantons in the presence of a stable ZN symmetric spatial twist.

Returning to the CP1 example, we now incorporate a spatial twist by multiplying

the second component of the homogeneous coordinate (4.4) v2 by a factor e
2�
L µ2 z, where

µ2 = 1/2,

vtwisted =

⌥
1⇤

�1 + �2 e
� 2�

L z
⌅
e

2�
L µ2 z

�
(4.35)

To satisfy the twisted boundary condition (2.16) it would be enough to take a factor

e
2�i
L µ2 x2 , but for an instanton v must be holomorphic, so we need to take e

2�
L µ2 z, which

therefore prescribes also a certain dependence on the non-compact direction x1. This is the

essence of how the twisted spatial boundary conditions a�ect the structure of instantons

on R1⇥S1.
The twisted instanton (4.35) has charge Q = 1, but at long distances it splits into

two distinct kink-instantons, each of charge 1/2. In general, for CPN�1 a charge Q = 1

decomposes into N distinct kink-instantons, each of topological charge 1/N . To see how

this works for the twisted CP1 instanton in (4.35), note that

v†twistedvtwisted = 1 + |�1|2e
2�
L x1 + |�2|2e�

2�
L x1 + 2|�1�2| cos

⇧
2⇤

L
x2 � arg�1 + arg �2

⌃

(4.36)

A1 is manifestly periodic in x2, so it does not contribute to the topological charge. On the

other hand,

A2=
1

2
⇧1 ln v

†v=
⇤

L

|�1|2e
2�
L x1 � |�2|2e�

2�
L x1

1+|�1|2e
2�
L x1+|�2|2e�

2�
L x1+2|�1�2| cos

�
2⇥
L x2�arg�1+arg �2

⇥ (4.37)

Thus, A2 ⇧ ± ⇥
L as x1 ⇧ ±⌃, and so Q = 1. However, inspection of the form of A2 shows

that A2 behaves like two separate kinks, each of charge 1/2, one located at x1 ⌅ �L
⇥ ln�1,

and the other at x1 ⌅ L
⇥ ln�2. The corresponding topological charge densities are plotted

in figure 5.

Another useful way to visualize these kink-instanton constituents is using the Wilson

loop (2.33). As the Euclidean time coordinate x1 goes from x1 = �⌃ to x1 = +⌃, the

– 39 –
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◆ Fractional instantons in CP^N-1 on R1 × S1

BPS instanton :

Q=1 Q=1/2
Q=1/2

z = x1 + ix2

Fractional instanton : � = (1,� e±�z/L) (1,� e±�z̄/L)

separation : � = �L

�
log �1�2
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Fig. 7: Brane configurations of fractional instantons in the CP 1 model with the Z2 twisted boundary

condition, corresponding to (a) H0L, (b) H0R, (c) H∗
0L, and (d) H∗

0R. The horizontal and vertical

directions are x1 and x2, respectively. The instanton charges Q are (a) +1/2, (b) +1/2, (c) −1/2,

(d) −1/2, respectively.

and composite fractional instantons. There are NF different species of elementary fractional

instantons: one connecting n-th flavor and (n + 1)-th flavor with 1 ≤ n ≤ NF (NF + 1

identified with 1) is parameterized as

H0n =
(
0, · · · , 0,λne

iθne−2πz/NF , 1, 0, · · · , 0
)
,

H∗
0n =

(
0, · · · , 0,λne
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where the value 1 corresponds to the (n+1)-th flavor [94] One should note that the twisted

boundary condition automatically introduces nontrivial x1 dependence in H0. The BPS

solution given by H0n carries an instanton charge 1/NF, and its conjugate H∗
0n carries an in-

stanton charge −1/NF. We call these BPS solutions as the elementary fractional instantons.

The fractional instantons for H0n and H∗
0n are located at NF

2π log λn. The other moduli θn

represents the relative phase of the n-th and (n+1)-th vacua. All these elementary fractional

instantons are physically distinct, and are needed to form an instanton with unit charge as

a composite of fractional instantons, as shown in Fig. 5. In the particular case of the ZNF

twisted boundary condition, they are distinct only by the vacuum label n (n = 1, · · · , NF)

and have identical properties. In that sense, we will exhibit only one of them as the repre-
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which contains the ordinary one-instanton BPS solution (Q = 1) in the limit of small separation

of two fractional instantons is given by

HII
0 (z) =

(
λ1e

iφ1e−
πz
L + λ2e

iφ2e
πz
L , 1

)
. (104)

This is a composite of (a) and (d) in Fig.10. The inhomogeneous coordinate of CP 1 now reads

HII
1

HII
2

=
HII

0,1

HII
0,2

= λ1e
−πx1

L ei(φ1−πx2
L ) + λ2e

πx1
L ei(φ2+

πx2
L ), (105)

which cannot satisfy the assumption (96) of the Scherk-Schwarz reduction. This is because in

the reduced sine-Gordon model a configuration starting from N and ending at S [(a) in Fig. 10]

cannot be connected to another configuration starting from N and ending at S [(d) in Fig. 10]. The

former can be connected only to a configuration starting from S and ending at N. Therefore the

BPS two fractional instanton solution cannot be described by the sine-Gordon quantum mechanics

even in the limit of small L. More generally, all the BPS multi-fractional-instanton solutions are

inconsistent with the Scherk-Schwarz reduction and hence the sine-Gordon quantum mechanics

fails to capture them. This is consistent with the fact that configurations containing n-instantons

(n ≥ 2) are always non-BPS in the sine-Gordon quantum mechanics.

s(x1, x2)

x

y
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s(x1, x2)

FIG. 11: The euclidean action density s(x1, x2) of neutral bion configurations for λ1 = 1/1000,λ2 = 1/1000

and φ = π/4 in the CP 1 model on R1 × S1. The same action density is depicted in two ways, as a function

of x1, x2 (left) and x1 (right). There is no x2 dependence in the action density, with x2 being a coordinate

of the compactied dimension.

Next let us consider the non-BPS configuration of neutral bion, which is a composite of a

fractional instanton and a fractional anti-instanton as depicted in Fig. 11. We can write down an

� = �1 � �2 = �/4

Q = -1/2

q(x1,x2) 

Dunne,Unsal (12)

7

FIG. 2: An example of bion configurations in the CPN°1 model. For simplicity, we depict only four vacua

lines among N here.

also note that densities s(x) and q(x) of this configuration are independent of the coordinate x2 of

the compactified direction, since no instantons (|Q| ∏ 1) is invloved in any region of x1.

As shown in [19, 23, 24], by decreasing this separation R from positive to negative values, the

value of the total action changes from S = 2/N to S = 0. We can define the effective interaction

potential between the two constituents as Veff(R, µb) = S ° SI ° SĪ = S °
2

N , representing the

potential for the static two-body force between the consitituent fractional instanton and fractional

anti-instanton. For large separations R, we have found [19, 23, 24] that

Veff(R, µb) / ° cos µbe°ªR

, ª = 2º/N . (12)

The notable point is that the interaction is attractive (repulsive) for |µb| ∑ º/2 (º/2 ∑ |µb|). Based

on the extended Bogomolnyi–Zinn-Justin prescription [65, 66], it has been shown that the bion

configuration in the CP
N°1

model produces the imaginary ambiguity [21], which is expected to

cancel the imaginary ambiguity in the non-Borel-summable perturbative contributions similarly to

the case in the quantum mechanics [65, 66].

Let us next introduce an ansatz for two bions. For simplicity, we assume N ∏ 3 [87]. In order

to add one more bion to the left of the single bion in Eq.(7) as in Fig. 3(a), we need to add a term

ce°
2º
N

(2z+z̄)

(with a complex constant c) in the first component, and another term de°
4º
N

(z+z̄)

to

the second component. We will call this diagram in Fig. 3(a) as ĪIĪI. If we wish to consider the

diagram with ordering ĪIIĪ in Fig. 3(b), we need to have a term fe°
2º
N

z̄

in the third component.

If we wish to consider the diagram with ordering IĪĪI in Fig. 3(c), we need to have a term

ge°
4º
N

(z+2z̄)

in the third component. With these terms added, we obtain the ansatz for the most

It is notable that it has no x2-dependence
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Effective interaction potential depends on relative phase
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exp[C(N)]

FIG. 9: The coefficient of the interaction action exp[C(N)] in Eq.(48) as a function of N for

N = 2, 3, 4, 5, 6, 7 for the Ansatz (30) (blue points). The coefficient can be approximated by 4/N

(a red curve).

change: The potential barrier emerges around
√

λ2
1/λ2 = 1 (τ = 0), and the height becomes

infinite for θ2 = π as shown in Fig. 10. Of course, this does not mean that the interaction

is repulsive since θ2 is also a dynamical field variable and should relax eventually to θ2 = 0

in order to minimize the total action. The result indicates that θ2 corresponds to a positive

mode.

θ2 = 0.75π θ2 = 0.9π θ2 = π

S
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FIG. 10: The
√

λ2
1/λ2 dependence of the total action S for the configuration in Eq. (27) for

θ2 = 0.75π, 0.9π, π.
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single fractional instanton solution has no dependence on the coordinate x2 of the compactified

dimension, thus at the first glance the situation seems quite similar to that of the (euclidean)

quantum mechanics with the periodic potential, namely the sine-Gordon quantum mechanics.

To clarify the similarities and differences with the sine-Gordon quantum mechanics, we consider

a small compactification length limit (L → 0) of the two-dimensional CPN−1 model. Let us first

take the CP 1 model for simplicity. By a stereographic projection, we can parametrize CP 1 = S2

target space in terms of two fields Θ(x1, x2) and Φ(x1, x2) corresponding to the zenith and azimuth

angles of S2

H(x1, x2) = v

(

cos
Θ(x1, x2)

2
ei

Φ(x1,x2)
2 , sin

Θ(x1, x2)

2
e−i

Φ(x1,x2)
2

)

. (93)

One should note that only the ratio of the first and second components H1/H2 is needed to

parametrize S2 as the inhomogeneous coordinate of the CP 1 field space

H1(x1, x2)

H2(x1, x2)
= cot

(

Θ(x1, x2)

2

)

eiΦ(x1,x2). (94)

Choosing N = 2 in Eq.(89), the Lagrangian of the two-dimensional CP 1 model can be rewritten

in terms of Θ(x1, x2) and Φ(x1, x2)

LCP 1 =
v2

4

[

(∂µΘ)2 + (sinΘ)2 (∂µΦ)
2
]

. (95)

The Scherk-Schwarz dimensional reduction assumes the following ansatz of a particular x2 depen-

dence for the fields

Θ(x1, x2) = Θ(x1), Φ(x1, x2) = φ− κx2, (96)

with constants φ,κ. One should note that we have restricted Θ to x2 independent field and

ignored the fluctuation of field Φ. By inserting the ansatz (96) and integrating over x2, we obtain

the euclidean action S as an integral of the euclidean Lagrangian L over the euclidean time t as

S =

∫

dx1

∫ L

0
dx2LCP 1 =

∫

dx1
Lv2κ2

4

[

(

1

κ

dΘ

dx1

)2

+ (sinΘ)2
]

=

∫

dtL. (97)

We notice that the euclidean Lagrangian L is identical to that of the sine-Gordon quantum me-

chanics in Eq.(11) with the identification y = Θ, t = κx1, and the sine-Gordon coupling g as

g =
1

v
√
2Lκ

. (98)

Since the ZN -twisted boundary condition (N = 2 for CP 1 model) requires

κ =
2π

LN
, (99)

2

I. INTRODUCTION

V [R] = −4κL

g2
cosφ e−κR (1)

d2ψ

dx2
=

2m(V (x)− E)

!2 ψ (2)

[
H0 + g2Hpert

]
ψ(x) = Eψ(x) (3)

S =

∫
dt

[
m

2

(
dx

dt

)2

− V (x)

]
(4)

SE =

∫
dτ

[
m

2

(
dx

dτ

)2

+ V (x)

]
(5)

⟨x = a|e−iHt/!|x = b⟩ =

∫
d[x(t)] eiS[x(t)]/! (6)

⟨x = a|e−Hτ/!|x = b⟩ =

∫
d[x(τ)] e−SE [x(τ)]/! (7)

P (a → b) ≈ e−
1
!
∫ b
a dx

√
2mV (x) (8)
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◆Quasi-moduli integral of CP^N-1 bion

・Quasi moduli integral over separation & relative phase
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(φ = 0). The result can be given in terms of the dimensionless separation variable τ = κR [9, 21]

[Bii]
φ=0 = Ce−2SI/N I(v2),

I(v2) =

∫ ∞

0
dτ exp

(

4κLv2e−τ − ϵτ
)

=

∫ ∞

0
dτ exp

(

8πv2

N
e−τ − ϵτ

)

= −
(

γ + log

(

8πv2

N

))

∓ iπ, (111)

where SI = 2πv2 is the instanton action and C denotes the numerical coefficient when the relative

phase moduli is ignored (φ = 0). Based on the interaction potential we obtained in Eq. (110), we

find that the corrected contributions of the neutral bion is given by taking account of the relative

phase moduli as

[Bii] = Ce−2SI/N
∫ 2π

0
dφ I(v2 cosφ). (112)

Since the moduli integrals for [0,π] and [π, 2π] are identical, we will double the result for [0,π].

We apply the BZJ prescription to the integral in the case of the attractive interaction for [0,π/2],

while we simply perform the integral for the repulsive case [π/2,π]. Using Eqs.(29) and (32), we

obtain

∫ 2π

0
dφ I(v2 cosφ)

= 2

[

∫ π/2

0
dφ

{

−
(

γ + log

(

8πv2

N
cosφ

))

∓ iπ

}

+

∫ π

π/2
dφ

{

−
(

γ + log

(

−
8πv2

N
cosφ

))}

]

= −2π

(

γ + log

(

4πv2

N

))

∓ iπ2. (113)

Thus we obtain the neutral bion contribution as

[Bii] = Ce−
2SI
N

[

−2π

(

γ + log

(

4πv2

N

))

∓ iπ2

]

, (114)

in contrast to the result in Eq.(111) where the relative phase is ignored. We have obtained quanti-

tative corrections to that in Ref. [9], by taking account of the effects of the integral of the relative

phase moduli. To establish the absolute magnitude of the instanton contribution definitely, it is

desirable to examine the one-loop determinant around the fractional instanton and anti-instanton

background for the two-dimensional CPN−1 model which has an explicit (weak) dependence on

x2. We consider these as future works.

Before closing this section, we note an alternative possibility to relate the sine-Gordon quantum

mechanics and the CPN−1 model without compactification. Even if the compactification length is

nonzero, the CP 1 model can be deformed so as to produce the sine-Gordon instanton solutions. To
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This is what we want to compare with perturbative Borel 
resummation in CPN sigma model.
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single fractional instanton solution has no dependence on the coordinate x2 of the compactified

dimension, thus at the first glance the situation seems quite similar to that of the (euclidean)

quantum mechanics with the periodic potential, namely the sine-Gordon quantum mechanics.

To clarify the similarities and differences with the sine-Gordon quantum mechanics, we consider

a small compactification length limit (L → 0) of the two-dimensional CPN−1 model. Let us first

take the CP 1 model for simplicity. By a stereographic projection, we can parametrize CP 1 = S2

target space in terms of two fields Θ(x1, x2) and Φ(x1, x2) corresponding to the zenith and azimuth

angles of S2

H(x1, x2) = v
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cos
Θ(x1, x2)

2
ei
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2 , sin

Θ(x1, x2)

2
e−i

Φ(x1,x2)
2

)

. (93)

One should note that only the ratio of the first and second components H1/H2 is needed to

parametrize S2 as the inhomogeneous coordinate of the CP 1 field space
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= cot
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dence for the fields
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with constants φ,κ. One should note that we have restricted Θ to x2 independent field and

ignored the fluctuation of field Φ. By inserting the ansatz (96) and integrating over x2, we obtain
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◆Complexified CPN quantum mechanics

9

the compact direction. Therefore, configurations with |Q| < 1 in the two-dimensional field theory

are correctly captured by the CPN�1 quantum mechanics, provided the multi-fractional-instanton

configurations with more than unit topological charge is not contained anywhere locally [44].

Once it was conjectured that the CPN�1 model reduces to a sine-Gordon quantum mechanics

in the limit of L ! 0 (the compactification limit) [11][12]. However, it has been observed that the

relative phase moduli of fractional instanton and anti-instanton is not correctly described by the

sine-Gordon quantum mechanics [22], [28], [36]. We discuss the di↵erences between the CP 1 and

the sine-Gordon quantum mechanics in Sec. V.

C. CP 1 quantum mechanics with fermion and supersymmetry

To examine bion configurations, it is convenient to introduce a fermionic degree of freedom.

Only in this subsection, we use Lorentzian signature instead of Euclidean signature

in order to use also Schrödinger equation later. To denote 1d quantities simply, we

rewrite without subscript: �ix
1

as the Lorentzian time t, 'k=1

(0)

! ', g
1d

! g, G(0)

1

¯

1

! G

etc. The Lagrangian of the CP 1 Lorentzian quantum mechanics with a fermion takes the form

L =
1

g2
G
h
@
t

'@
t

'̄�m2''̄+ i ̄D
t

 + ✏m(1 + '@
'

logG) ̄ 
i
, (II.20)

where G is the Fubini-Study metric and D
t

is the pullback of the covariant derivative

G =
1

(1 + ''̄)2
, D

t

 =
h
@
t

+ @
t

'@
'

logG
i
 . (II.21)

The parameter ✏ controls the strength of the interaction between the bosonic and fermionic degrees

of freedom. If we set ✏ = 1, this model becomes a supersymmetric system which can be obtained

from the 2d N = (2, 0) CP 1 sigma model by an analogous dimensional reduction as the one

discussed in the previous section.

Since the fermion number  ̄ commutes with the Hamiltonian, we can eliminate  by using

the conserved fermion number and the associated induced potential. By projecting quantum states

onto the subspace of the Hilbert space with a fixed fermion number, we obtain the following purely

bosonic Lagrangian

L =
1

g2
@
t

'@
t

'̄

(1 + ''̄)2
� V (''̄), V (''̄) ⌘ 1

g2
m2''̄

(1 + ''̄)2
� ✏m

1� ''̄

1 + ''̄
, (II.22)

where we have chosen the fermion number so that the supersymmetric ground state for ✏ = 1

is contained in the subspace of the Hilbert space. The potential V as a function of the latitude

✓ ⌘ 2arctan|'| is shown in Fig. 3.
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A. Real bion solution

Let us look for saddle points of the Euclidean action which are responsible for the non-

perturbative correction by solving the classical equation of motion. Since we are interested in

the zero temperature limit, we consider saddle points in the limit � ! 1. In this subsection, as

the first step, we show that there is a real bion solution in the model with the potential modified

by the fermionic degree of freedom.

To find out classical solutions, it is convenient to use symmetries of the Euclidean action and

associated conservation laws. Since the Euclidean action

S
E

=

Z
d⌧


1

g2
@
⌧

'@
⌧

'̄

(1 + ''̄)2
+ V (''̄)

�
. (III.5)

is invariant under the shift of the Euclidean time ⌧ ! ⌧ � ⌧
0

, the corresponding “energy” is a

conserved quantity

E ⌘ 1

g2
@
⌧

'@
⌧

'̄

(1 + ''̄)2
� V (''̄). (III.6)

The action is also invariant under the phase rotation ' ! ei�', so that the corresponding angular

momentum is a conserved charge

l ⌘ i

g2
@
⌧

''̄� @
⌧

'̄'

(1 + ''̄)2
. (III.7)

Since we are interested in saddle point configurations with finite action, we impose the boundary

condition so that ' is at the minimum of the potential for ⌧ ! ±1:

lim
⌧!±1

' = lim
⌧!±1

'̄ = 0. (III.8)

Then it follows that the saddle point configuration cannot have the angular momentum l, i.e. the

phase of ' is a constant of motion. In addition, “the energy conservation law” implies that

1

g2
@
⌧

'@
⌧

'̄

(1 + ''̄)2
� V (''̄) = ✏m = E|

'=0

. (III.9)

We can integrate the energy conservation law to obtain “the real bion solution”.

' = ei�0

r
!2

!2 �m2

1

i sinh!(⌧ � ⌧
0

)
, (III.10)

where ! is given by

! ⌘ m

r
1 +

2✏g2

m
. (III.11)

Real bion solution : 
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(a) ⌃(⌧) for real bion (b) ⌃(⌧) for complex bion

Fig. 4: Kink profiles of for real and complex bions. The complex bion solution has singularities at which

⌃(⌧) diverges. Note that ⌃(⌧) can also be complex in the complexified model.

we call this configuration “complex bion solution”. The shifted solution can also be rewritten into

the kink-antikink form (III.12) with

⌧
±

= ⌧
0

+
⇡i

2!
± 1

2!
log

4!2

!2 �m2

, �
±

= �
0

� ⇡

2
. (III.21)

Fig. 4 and Fig. 5 show the kink-like profiles of the function ⌃(⌧) in Eq.(II.19), which takes

the following form in the complexified theory

⌃ = m
''̃

1 + ''̃
. (III.22)

The value of the Lagrangian in Eq.(III.14) for the shifted solution (⌧
0

! ⌧̃
0

) is given

in terms of the function f defined in Eq.(III.15) as

L = 4m✏
h
f (⌧ � ⌧̃

0

) cosh!(⌧ � ⌧̃
0

)
i
2 �m✏

= �4m✏


!2 sinh!(⌧ � ⌧

0

)

!2 � (!2 �m2) cosh2 !(⌧ � ⌧
0

)

�
2

�m✏. (III.23)

Since it has second order poles at

⌧
pole

= ⌧
0

± 1

!
arccosh

r
!2

!2 �m2

, (III.24)

the shifted solution is a singular solution. To regularize the acton, let us turn on small arg g.

Neglecting the vacuum value of the Lagrangian, we obtain the action for the complex

bion solution as

S
cb

= 4m✏

Z
1

�1

d⌧
h
f (⌧ � ⌧̃

0

) cosh!(⌧ � ⌧̃
0

)
i
2

= 4m✏

Z

C

d⌧
h
f (⌧ � ⌧

0

) cosh!(⌧ � ⌧
0

)
i
2

.(III.25)

The integrand in the last expression is the same as that for the real bion whereas the integration

contour C is the line Im ⌧ = � 1

!

⇡

2

instead of the real axis, and hence the di↵erence of S
rb

and

14

In the case of the complex field ', we independently complexify its real and imaginary part.

Consequently, '̄ becomes an independent complex degree of freedom which is not related to ' by

complex conjugation. In the following, we denote '̃ for the complexification of '̄ to avoid confusion

'̄ ! '̃ 6= complex conjugate of '. (III.17)

Then we regard the action S[', '̃] as a holomorphic functional of the complexified degrees of

freedom

S[', '̃] =

Z
d⌧


1

g2
@
⌧

'@
⌧

'̃

(1 + ''̃)2
+ V (''̃)

�
. (III.18)

We also impose the boundary condition (III.8) with '̃ replacing '̄. By deforming integration

contour, the integral can be expressed as a sum of contributions from a set of saddle points of the

complexified action S[', '̃].

Since the action is extended as a holomorphic functional, it is invariant under the symmetries

of the original action with complexified transformation parameters. Furthermore, the complexified

equations of motion take the same forms as those of the original action and hence the configura-

tion (III.10) is still the general solution satisfying the boundary condition (III.8). The important

di↵erence in the complexified case is that the integration constants ⌧
0

and �
0

are now complex

parameters, i.e. the solution (', '̃) is a holomorphic function of the moduli parameters ⌧
0

and �
0

.

The solution (III.10) smoothly varies under small shifts of moduli parameters ⌧
0

and �
0

. Such

solutions are simply related to the real bion solution by the complexified symmetry transfor-

mations, and the value of the corresponding action remains the same. Therefore

they should be identified as physically equivalent, until the shift in the complexified

transformation meets a singularity and produces a jump in the value of the action.

A non-trivial complex saddle point solution can be obtained by a large shift, for instance

by an amount

⌧
0

! ⌧̃
0

= ⌧
0

+
1

!

⇡i

2
, (III.19)

under which the solution becomes

' = ei�0

r
!2

!2 �m2

1

cosh!(⌧ � ⌧
0

)
, '̃ = �e�i�0

r
!2

!2 �m2

1

cosh!(⌧ � ⌧
0

)
. (III.20)

As we will see below, this configuration has singularities at which the action density diverges. Since

'̃ is no longer the complex conjugate of ', this is a solution of the complexified model and hence

Complex bion solution : 
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Fig. 5: Kink profile of regularized complex bion

S
cb

can be calculated by deforming the integration contour from the real axis to C. Although the

action is invariant under any smooth deformation of the contour, its value jumps when one of the

poles crosses the contour. By evaluating the residue at the pole, we can show that the di↵erence

of the action for the real and complex bion is given by

S
cb

= S
rb

± 2⇡i✏. (III.26)

Therefore, exp(�S
rb

) = exp(�S
cb

) for ✏ = 1. To see that the contributions of the real and complex

bions cancel out for ✏ = 1, we have to evaluate the one-loop determinant in the bion background.

From the periodicity of the solution and the Lagrangian under the shift of the

imaginary part of ⌧
0

, we find that there are only two distinct classes of solutions :

real and complex bion solutions as exact solutions of the complexified CP 1 qunatum

mechanics. In this sense, only two classes of exact solutions exist in the complexified

CP 1 qunatum mechanics.

We propose to consider only half of the zero mode (moduli) of the complexified

theory should be used as a genuine moduli to be integrated in the path integral. In our

case, only Re⌧
0

should be integrated to give the neccessary factor of � cancelling 1/� in

Eq.(III.4) for the ground state energy. On the contrary, Im⌧
0

should not be integrated,

although it is a parameter of the exact solution of the complexified theory. It only

serves to deform the appearance of the exact solution of the complexified theory, and

to reach at a new class of physically distinct exact solutions after crossing a singularity

in the complex plane. This is in accordance with the spirit of Lefshitz thimble theory,

where we need to choose a deformed integration contour over the thimble, which has

the same dimensionality as the original integral before complexification, even though

the dimension of variables has doubled because of the complexification of the theory.

Real bion Complex bion 

Fujimori, Kamata, TM, Nitta, Sakai (16)

・Reduced quantum mechanics
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It is clear from this form of � that the column vectors of ⌅
0

are zero modes of the operator �,

i.e. ⌅
0

is a basis of the zero modes. As shown in Appendix A, the determinant of operators of the

form (III.33) can be obtained by using the formula

det0�

det�
0

=
detG

det
⇣
2MK†

+

K
�

⌘ , (III.34)

where the matrices G, M and K
±

are defined by

G =

Z
1

�1

d⌧ ⌅†

0

⌅
0

, M = ⌥ lim
⌧!±1

@
⌧

⌅
0

⌅�1

0

, K
±

= lim
⌧!±1

e±M⌧⌅
0

. (III.35)

In the present case, M = !1
2

and G is the moduli space metric. The matrices K
±

can be calculated

from the explicit form of ⌅
0

(III.32) as

K
±

=
2
p
2

g

!p
!2 �m2

e±!⌧0

0

@ ! cos�
0

⌥ sin�
0

! sin�
0

± cos�
0

1

A . (III.36)

Substituting K
±

into the formula, we obtain the one-loop determinant

R D⇠ exp
��1

2

R
d⌧ ⇠T� ⇠

�
R D⇠ exp

��1

2

R
d⌧ ⇠T�

0

⇠
� =

Z
d⌧

0

d�
0

s

det

✓
1

⇡
MK†

+

K
�

◆
= �

16i e!(⌧̄0�⌧0)!4

g2(!2 �m2)
, (III.37)

where the overall sign has to be determined by taking into account how the original path integral is

deformed. The fact that this determinant is purely imaginary implies that there exists an unstable

eigenmode of � with a negative eigenvalue. We will discuss these issues in the next section.

Combining the real and complex bion contributions, we obtain

� lim
�!1

1

�

Z
1

Z
0

= ±i(1� e2⇡✏i)
16!4

g2(!2 �m2)
exp

✓
�2!

g2
� 2✏ log

! +m

! �m

◆
, (III.38)

where we have used the fact that !(⌧̄
0

� ⌧
0

) = 0 for the real bion and !(⌧̄
0

� ⌧
0

) = ⇡i for the

complex bion to determine the relative sign of the real and complex bion contributions. This is the

leading order non-perturbative correction to the partition function. Note that since we found the

saddle point configurations in the presence of the contribution from the fermion, we should regard

the leading order saddle point result (III.38) as the asymptotic form of the partition function

in the weak coupling limit g ! 0 with fixed fermion coupling constant � ⌘ ✏mg2. This result

cannot be obtained by conventional methods based on the well-separated kink-antikink ansatz

(such as the dilute gas approximation) since the kink-antikink relative distance in the saddle point

configurations for fixed � is not necessarily large as can be seen from Eqs. (III.13) and (III.21).

Although this non-perturbative correction vanishes for ✏ = 1 as expected from the discussion

of the supersymmetry, it does not reproduce the ground state energy for the near supersymmetric
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where the overall sign has to be determined by taking into account how the original path integral is

deformed. The fact that this determinant is purely imaginary implies that there exists an unstable

eigenmode of � with a negative eigenvalue. We will discuss these issues in the next section.

Combining the real and complex bion contributions, we obtain

� lim
�!1

1

�

Z
1

Z
0

= ±i(1� e2⇡✏i)
16!4

g2(!2 �m2)
exp

✓
�2!

g2
� 2✏ log

! +m

! �m

◆
, (III.38)

where we have used the fact that !(⌧̄
0

� ⌧
0

) = 0 for the real bion and !(⌧̄
0

� ⌧
0

) = ⇡i for the

complex bion to determine the relative sign of the real and complex bion contributions. This is the

leading order non-perturbative correction to the partition function. Note that since we found the

saddle point configurations in the presence of the contribution from the fermion, we should regard

the leading order saddle point result (III.38) as the asymptotic form of the partition function

in the weak coupling limit g ! 0 with fixed fermion coupling constant � ⌘ ✏mg2. This result

cannot be obtained by conventional methods based on the well-separated kink-antikink ansatz

(such as the dilute gas approximation) since the kink-antikink relative distance in the saddle point

configurations for fixed � is not necessarily large as can be seen from Eqs. (III.13) and (III.21).

Although this non-perturbative correction vanishes for ✏ = 1 as expected from the discussion

of the supersymmetry, it does not reproduce the ground state energy for the near supersymmetric

1-loop det : 

Thimble integral : 

31

Fig. 9: Deformation of integration contour. The integration contour can be decomposed into two paths

(orange and blue). One of them is to the thimble with n = 0 and the other can be continuously deformed

into the thimble with n = 1. The shaded regions in the right figure corresponds to the region where

ReV < T ⌧ ReVcritical.

This result is consistent with the Bogomolny–Zinn-Justin prescription for the divergent region

⌧ ! �1, |�|  ⇡/2. In this calculation of the complex integral, the region where the integrand

is divergent is avoided by deforming the integration contour as shown in Fig. 9. This is how one

extracts a finite result from the ill-defined integral in the BZJ prescription. Thus, based on the

Lefschetz thimble decomposition of the quasi moduli integral together with the complexification of

the coupling, we obtain an unambiguous definition of the ill-defined moduli integral.

The quasi moduli integral gives the following non-perturtabative correction to the ground state

energy:

� lim
�!1

1

�

Z
1

Z
0

⇡ �8m4

⇡g4
[IĪ]e�

2m
g

2 = �2m

⇡

✓
g2

2m

◆
2(✏�1)

e±✏⇡i sin ✏⇡ � (✏)2 e
�

2m
g

2 . (IV.62)

This gives correct non-perturbative correction (II.29) in the near supersymmetric case ✏ ⇡ 1. The

one-loop result (III.38) in the weak coupling limit g ! 0 agrees with Eq. (IV.62) if the gamma

function is replaced by its asymptotic form

�(✏) !
r

2⇡

✏
✏✏e�✏. (IV.63)

Therefore, these two results agree in the large ✏ limit as expected from the discussion in Sec. III.

1-loop contribution from complex and real bions are consistent with 
SUSY results, although nearly flat direction cannot be incorporated. 

Thimble integral from complex and real bions 
 reproduce both SUSY and near-SUSY exact results. 

Fujimori, Kamata, TM, Nitta, Sakai (16)
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(a) ✓ = �0
(b) ✓ = +0

Fig. 8: Integration contour, Lefschetz thimbles and dual thimbles for ✓ = ±0. The orange lines are the

original integration contours, while four colored (red, blue, yellow and green) lines and surfaces indicate the

thimbles and their duals. Note that since the integration contour and Lefschetz thimbles are direct products

of the ⌧R direction and lines in (�R,�I , ⌧I), their projected images are lines in the three-dimensional space.

c. Integral along Lefschetz Thimbles

Now let us evaluate the integral over the thimbles. Changing the coordinates as

⌧ ! ⌧ 0 = ⌧ � ⌧
�

� ! �0 = �� �
�

. (IV.57)

we find that the potential becomes

V = 2✏

✓
m⌧ 0 + e�m⌧

0

cos�0 + log
2m

✏g2
+ �⇡i� i✓

◆
. (IV.58)

The thimble J
�

corresponds to the two dimensional plane ⌧ 0 2 R, �0 2 iR. We can check that the

potential satisfies

ReV � 2✏

✓
1 + log

2m

✏2g

◆
, ImV = (�⇡ + ✓)✏ = const., (IV.59)

for ⌧ 0 2 R, �0 2 iR. Integrating over the thimbles, we obtain

Z
�

=

Z

R
d⌧ 0

Z

iR
d�0 e�V =

i

2m

✓
g2ei✓

2m

◆
✏

e�2⇡i✏� � (✏)2 . (IV.60)

Therefore

[IĪ] =
1

m

✓
g2ei✓

2m

◆
2✏

sin ✏⇡ � (✏)2 ⇥
8
<

:
e�⇡i✏ for ✓ = +0

e⇡i✏ for ✓ = �0
. (IV.61)
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In the weak coupling limit � ! 0, the saddle point configurations can be viewed as well-

separated kink-antikink pairs, so that the path integral is dominated by the contributions from

the well-separated region. In such a case, '
k

¯

k

and '̃
k

¯

k

can be well approximated by the simple

kink-antikink ansatz (III.41). Therefore, the flows around the saddle points can be determined by

using the following asymptotic form of the e↵ective potential obtained by substituting the ansatz

(III.41) into the action:

V
e↵

⇡ 2m

g2
� 4m

g2
e�m⌧

r cos�
r

+ 2✏m⌧
r

. (IV.16)

Therefore, the bion contributions can be obtained by applying the Lefschetz thimble method to

the quasi-moduli integral

Z
1

Z
0

⇡
Z

d⌧
0

d�
0

d⌧
r

d�
r

s

det

✓ G
2⇡

◆
det

✓ G0

2⇡

◆
det �

0

det00�
k

¯

k

exp (�V
e↵

) . (IV.17)

Since the spectrum of �
k

¯

k

for a well-separated kink-antikink configuration can be approximated

as two copies of that of a single kink, we find that

s
det �

0

det00�
k

¯

k

=

R D⇠ exp
��1

2

R
d⌧ ⇠T�

k

¯

k

⇠
�

R D⇠ exp
��1

2

R
d⌧ ⇠T�

0

⇠
� ⇡ det�

0

det0�
k

. (IV.18)

The one-loop determinant in the single kink background det0�
k

is given by

det�
0

det0�
k

=
1

detG
k

✓
4m2

g2

◆
2

, (IV.19)

where G
k

is the metric on the single kink moduli space. The overall and the relative moduli space

metric also reduce to the two copies of the single kink metric

p
detG detG0 ⇡ detG

k

. (IV.20)

In summary, the leading order bion contribution to the ground state energy is given by the following

quasi moduli integral

� lim
�!1

1

�

Z
1

Z
0

⇡ �8m4

⇡g4

Z
d⌧

r

d�
r

exp (�V
e↵

) . (IV.21)

In the following, we apply the Lefschetz thimble method to evaluate the quasi-moduli integral with

the asymptotic potential (IV.16).

b. The imaginary ambiguities

It is often the case that the partition function for a real positive coupling constant g is on the

Stokes line, i.e. the line on which the thimbles J
�

and the coe�cients n
�

jump when we vary
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Figure 4. BPS solution ωII of two fractional instantons in eq. (2.19) in CP 2 model.

Figure 5. The non-BPS exact solution in CP 2 model makes transition between these two config-
urations (flipping parteners) as a moduli 2l1/l22 varies.

Starting from the BPS solution of two fractional instantons in CP 2 model with ZN -twisted

boundary condition

ωII =
(
l1eiθ1e

− 4π
3 z, l2eiθ2e

− 2π
3 z, 1

)
, (2.19)

with S = 2/3, Q = 2/3 shown in figure 4, the projection produces the non-BPS exact

solution

ωnbps =
(
eiθ1

(
2l1
l2
e−

2π
3 z + l1l2e−

2π
3 (2z+z̄)

)
, eiθ2

(
1− l21e

− 4π
3 (z+z̄)

)
, −l2e−

2π
3 z̄ − 2l21

l2
e−

2π
3 (z+2z̄)

)
.

(2.20)

The total action of this solution is S = 4/3 while the total topological charge is Q = 0.

This ω is obviously a special case of the generic two-bion configuration (2.13). We note

that the action s(x) and topological q(x) charge densities are independent of overall phase

variables θ1, θ2 in each component.

The exact solution (2.20) is included as a subspace of parameters in our most general

ansatz in eq. (2.13) as:

a = 2l1/l2, c = l1l2, b = 0, d = −l21, f = −l2, g = −2l21/l2 . (2.21)

What is special in this solution is that this solution contains in different corners of moduli

space the two seemingly distinct configurations, each of which can be seen as a compressed

case of the two fractional (anti-)instanton configuration in the middle, because of b = 0.

– 9 –

enables us to construct non-BPS solutions from BPS solutions
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Figure 4. BPS solution ωII of two fractional instantons in eq. (2.19) in CP 2 model.

Figure 5. The non-BPS exact solution in CP 2 model makes transition between these two config-
urations (flipping parteners) as a moduli 2l1/l22 varies.
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3 z̄ − 2l21

l2
e−

2π
3 (z+2z̄)

)
.

(2.20)

The total action of this solution is S = 4/3 while the total topological charge is Q = 0.

This ω is obviously a special case of the generic two-bion configuration (2.13). We note

that the action s(x) and topological q(x) charge densities are independent of overall phase

variables θ1, θ2 in each component.

The exact solution (2.20) is included as a subspace of parameters in our most general

ansatz in eq. (2.13) as:

a = 2l1/l2, c = l1l2, b = 0, d = −l21, f = −l2, g = −2l21/l2 . (2.21)

What is special in this solution is that this solution contains in different corners of moduli

space the two seemingly distinct configurations, each of which can be seen as a compressed

case of the two fractional (anti-)instanton configuration in the middle, because of b = 0.
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The configuration in figure 3(c) is visible in the parameter region |d/g| ≪ |g/b| ≪ |b/a| ≪
|a|.

On the other hand, we can recognize the configuration in figure 3(b) in another region

of the parameter space: the case with |c| ≫ |g| and |f | ≫ |a|, where the terms with g and

a are superficially negligible. Then we obtain transitions of vacua as
(
0, 1, 0

)
→
(
1, 0, 0

)
→
(
0, 1, 0

)
→
(
0, 0, 1

)
→
(
0, 1, 0

)
, (2.16)

instead of eq. (2.14). As x1 increases from negative infinity to positive infinity, four frac-

tional instanton constituents show up successively : the first fractional anti-instanton at

R′
1 = N

2π log |d|
|c| , the first fractional instanton at R′

2 = N
2π log |c|

|b| , the second fractional in-

stanton at R′
3 = N

2π log |b|
|f | , and the second fractional anti-instanton at R′

4 = N
2π log |f |.

Thus, the three separations between these instanton constituents are

R′
21 =

N

2π
log

|c|2

|b||d| , R′
32 =

N

2π
log

|b|2

|c||f | , R′
43 =

N

2π
log

|f |2

|b| . (2.17)

The configuration in figure 3(b) is visible in the parameter region |d/c| ≪ |c/b| ≪ |b/f | ≪
|f |. We note that there is a relation among six separations R21 + 2R32 + R43 = R′

21 +

2R′
32 + R′

43, leading to five independent separation variables. In both of these parameter

regions corresponding to figure 3(b) and (c), only two phases of b and d are relevant, since

only a single term is dominant in the first and the third components.

It is interesting to note that the most general ansatz for two bions automatically

contains two other possible diagrams containing the ordering ĪIĪI in figure 3(a), or IĪIĪ
in figure 3(d). The configuration of ĪIĪI in figure 3(a) is visible in the parameter region

|d/c| ≪ |c/b| ≪ |b/a| ≪ |a|. In this parameter region, the relative phases (a, c), and phases

of b and d are relevant among the four phase parameters. The configuration of IĪIĪ in

figure 3(d) is visible in the parameter region |d/g| ≪ |g/b| ≪ |b/f | ≪ |f |, where only three

phases are relevant: the relative phase (g, f) and phases b and d. It is interesting to note

that a different partial set of four relative phases are relevant in each parameter region

corresponding to four different diagrams in figure 3. One should also note that there are

five independent length parameters, but only three different combinations of them emerge

as separations of constituent fractional (anti-)instantons in different parameter regions. In

the next section, we will demonstrate that this ansatz (2.13) contains the simplest non-

BPS exact solution. This fact implies that the non-BPS exact solution contributes to the

resurgent expansion as a special configuration of two-bion configurations.

2.2 The simplest non-BPS exact solution

Based on the procedure of projection operations [80–82], the non-BPS exact solutions in

CPN−1 model on R1×S1 with ZN -twisted boundary conditions are constructed in [11]. We

here discuss the properties of the solutions. The non-BPS solutions are obtained through

the following projection applied to any of the BPS solutions ω,

Z+ : ω → Z+ω ≡ ∂zω − (∂zω)ω†

ωω† ω . (2.18)
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B. Self-dual (instanton) solutions

From the Bogomolny factorization (2.2), we deduce the first-order instanton (self-duality) equations:

Dµn = ± i✏µ⌫D⌫n (2.6)

Explicit instanton solutions are simple to construct using the homogeneous field !, where n ⌘ !/|!|, in terms of
which the first-order instanton equations reduce to the Cauchy-Riemann equations, so that instantons correspond
to holomorphic vectors, ! = !(z), and anti-instantons correspond to anti-holomorphic vectors, ! = !(z̄). In the
projector representation, the instanton equations are:

@z̄PP = 0 (instanton) , @zPP = 0 (anti-instanton) (2.7)

The instanton equations are solved by the N ⇥N holomorphic projectors, P = ! !†

!†! , with ! = !(z).

C. Non-self-dual solutions

The critical points of the action (2.1) are solutions to the full (second-order) classical equations of motion:

DµDµn� (n† ·DµDµn)n = 0 or [@z@z̄P , P] = 0 (2.8)

Note that solutions to the instanton equations (2.6) or (2.7) are automatically solutions to (2.8), but not vice versa.
Explicit non-self-dual solutions can be generated from an initial self-dual (instanton) solution by the following

procedure of projection operations [13, 14]. We define the projection operator Z+ acting on a classical solution !(z, z̄)
as:

Z+ : ! ! Z+! ⌘ @z ! �
�
!

†
@z !

�

!

†
!

! , Z+ : n ! Z+n ⌘ Z+!

|Z+!|
(2.9)

It is straightforward to verify using elementary identities that if ! is a classical solution, then Z+! is also a classical
solution [13, 14]. We can therefore generate a tower of classical solutions by starting with an initial instanton
configuration, ! = !(0)(z), and repeatedly acting with Z+:

!(k)(z, z̄) ⌘ Z

k
+!(0)(z) (2.10)

Notice that the projection operation (2.9) introduces dependence on z̄, due to the adjoint operation, so the projected
solutions are no longer instantons. Nevertheless, they satisfy the second-order classical equations of motion. Moreover,
the tower of projection operations eventually truncates, after at most (N � 1) steps in CPN�1, because eventually
the classical solution becomes an anti-instanton, for which Z+!(z̄) = 0. (Indeed, we could have begun with an anti-
instanton and projected up the ladder in the other direction; this is equivalent.) Din and Zakrzewski proved that on
R2 and S2, this repeated projection operation (2.10) produces all finite action non-self-dual classical solutions [13, 14]:

!(0)
Z+���! !(1)

Z+���! · · · Z+���! !(k)
Z+���! · · · Z+���! !(N�1)

Z+���! 0 (2.11)

In the tower (2.11), the initial solution !(0) is an instanton, while the final solution !(N�1) is an anti-instanton. Note
in particular that for CP1 we do not generate any non-self-dual solutions, as the initial instanton maps directly to an
anti-instanton. Thus, we need to consider at least the N = 3 case: CP2. Explicit examples are presented below.

D. Action and Topological Charge of Non-Self-Dual Classical Solutions

The projector representation is particularly convenient for describing the action and topological charge of the non-
self-dual solutions. The solution !(k) has action S(k) and topological charge Q(k) given by expressions (2.4, 2.5)
evaluated on the projector

P(k) ⌘
!(k) !

†
(k)

!

†
(k)!(k)

(2.12)
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Notice that the projection operation (2.9) introduces dependence on z̄, due to the adjoint operation, so the projected
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In the tower (2.11), the initial solution !(0) is an instanton, while the final solution !(N�1) is an anti-instanton. Note
in particular that for CP1 we do not generate any non-self-dual solutions, as the initial instanton maps directly to an
anti-instanton. Thus, we need to consider at least the N = 3 case: CP2. Explicit examples are presented below.

D. Action and Topological Charge of Non-Self-Dual Classical Solutions

The projector representation is particularly convenient for describing the action and topological charge of the non-
self-dual solutions. The solution !(k) has action S(k) and topological charge Q(k) given by expressions (2.4, 2.5)
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The configuration in figure 3(c) is visible in the parameter region |d/g| ≪ |g/b| ≪ |b/a| ≪
|a|.

On the other hand, we can recognize the configuration in figure 3(b) in another region

of the parameter space: the case with |c| ≫ |g| and |f | ≫ |a|, where the terms with g and

a are superficially negligible. Then we obtain transitions of vacua as
(
0, 1, 0

)
→
(
1, 0, 0

)
→
(
0, 1, 0

)
→
(
0, 0, 1

)
→
(
0, 1, 0

)
, (2.16)

instead of eq. (2.14). As x1 increases from negative infinity to positive infinity, four frac-

tional instanton constituents show up successively : the first fractional anti-instanton at

R′
1 = N

2π log |d|
|c| , the first fractional instanton at R′

2 = N
2π log |c|

|b| , the second fractional in-

stanton at R′
3 = N

2π log |b|
|f | , and the second fractional anti-instanton at R′

4 = N
2π log |f |.

Thus, the three separations between these instanton constituents are

R′
21 =

N

2π
log

|c|2

|b||d| , R′
32 =

N

2π
log

|b|2

|c||f | , R′
43 =

N

2π
log

|f |2

|b| . (2.17)

The configuration in figure 3(b) is visible in the parameter region |d/c| ≪ |c/b| ≪ |b/f | ≪
|f |. We note that there is a relation among six separations R21 + 2R32 + R43 = R′

21 +

2R′
32 + R′

43, leading to five independent separation variables. In both of these parameter

regions corresponding to figure 3(b) and (c), only two phases of b and d are relevant, since

only a single term is dominant in the first and the third components.

It is interesting to note that the most general ansatz for two bions automatically

contains two other possible diagrams containing the ordering ĪIĪI in figure 3(a), or IĪIĪ
in figure 3(d). The configuration of ĪIĪI in figure 3(a) is visible in the parameter region

|d/c| ≪ |c/b| ≪ |b/a| ≪ |a|. In this parameter region, the relative phases (a, c), and phases

of b and d are relevant among the four phase parameters. The configuration of IĪIĪ in

figure 3(d) is visible in the parameter region |d/g| ≪ |g/b| ≪ |b/f | ≪ |f |, where only three

phases are relevant: the relative phase (g, f) and phases b and d. It is interesting to note

that a different partial set of four relative phases are relevant in each parameter region

corresponding to four different diagrams in figure 3. One should also note that there are

five independent length parameters, but only three different combinations of them emerge

as separations of constituent fractional (anti-)instantons in different parameter regions. In

the next section, we will demonstrate that this ansatz (2.13) contains the simplest non-

BPS exact solution. This fact implies that the non-BPS exact solution contributes to the

resurgent expansion as a special configuration of two-bion configurations.

2.2 The simplest non-BPS exact solution

Based on the procedure of projection operations [80–82], the non-BPS exact solutions in

CPN−1 model on R1×S1 with ZN -twisted boundary conditions are constructed in [11]. We

here discuss the properties of the solutions. The non-BPS solutions are obtained through

the following projection applied to any of the BPS solutions ω,

Z+ : ω → Z+ω ≡ ∂zω − (∂zω)ω†

ωω† ω . (2.18)
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B. Self-dual (instanton) solutions

From the Bogomolny factorization (2.2), we deduce the first-order instanton (self-duality) equations:

Dµn = ± i✏µ⌫D⌫n (2.6)

Explicit instanton solutions are simple to construct using the homogeneous field !, where n ⌘ !/|!|, in terms of
which the first-order instanton equations reduce to the Cauchy-Riemann equations, so that instantons correspond
to holomorphic vectors, ! = !(z), and anti-instantons correspond to anti-holomorphic vectors, ! = !(z̄). In the
projector representation, the instanton equations are:

@z̄PP = 0 (instanton) , @zPP = 0 (anti-instanton) (2.7)

The instanton equations are solved by the N ⇥N holomorphic projectors, P = ! !†

!†! , with ! = !(z).

C. Non-self-dual solutions

The critical points of the action (2.1) are solutions to the full (second-order) classical equations of motion:

DµDµn� (n† ·DµDµn)n = 0 or [@z@z̄P , P] = 0 (2.8)

Note that solutions to the instanton equations (2.6) or (2.7) are automatically solutions to (2.8), but not vice versa.
Explicit non-self-dual solutions can be generated from an initial self-dual (instanton) solution by the following

procedure of projection operations [13, 14]. We define the projection operator Z+ acting on a classical solution !(z, z̄)
as:

Z+ : ! ! Z+! ⌘ @z ! �
�
!

†
@z !

�

!

†
!

! , Z+ : n ! Z+n ⌘ Z+!

|Z+!|
(2.9)

It is straightforward to verify using elementary identities that if ! is a classical solution, then Z+! is also a classical
solution [13, 14]. We can therefore generate a tower of classical solutions by starting with an initial instanton
configuration, ! = !(0)(z), and repeatedly acting with Z+:

!(k)(z, z̄) ⌘ Z

k
+!(0)(z) (2.10)

Notice that the projection operation (2.9) introduces dependence on z̄, due to the adjoint operation, so the projected
solutions are no longer instantons. Nevertheless, they satisfy the second-order classical equations of motion. Moreover,
the tower of projection operations eventually truncates, after at most (N � 1) steps in CPN�1, because eventually
the classical solution becomes an anti-instanton, for which Z+!(z̄) = 0. (Indeed, we could have begun with an anti-
instanton and projected up the ladder in the other direction; this is equivalent.) Din and Zakrzewski proved that on
R2 and S2, this repeated projection operation (2.10) produces all finite action non-self-dual classical solutions [13, 14]:

!(0)
Z+���! !(1)

Z+���! · · · Z+���! !(k)
Z+���! · · · Z+���! !(N�1)

Z+���! 0 (2.11)

In the tower (2.11), the initial solution !(0) is an instanton, while the final solution !(N�1) is an anti-instanton. Note
in particular that for CP1 we do not generate any non-self-dual solutions, as the initial instanton maps directly to an
anti-instanton. Thus, we need to consider at least the N = 3 case: CP2. Explicit examples are presented below.

D. Action and Topological Charge of Non-Self-Dual Classical Solutions

The projector representation is particularly convenient for describing the action and topological charge of the non-
self-dual solutions. The solution !(k) has action S(k) and topological charge Q(k) given by expressions (2.4, 2.5)
evaluated on the projector

P(k) ⌘
!(k) !

†
(k)

!

†
(k)!(k)

(2.12)
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Figure 4. BPS solution ωII of two fractional instantons in eq. (2.19) in CP 2 model.

Figure 5. The non-BPS exact solution in CP 2 model makes transition between these two config-
urations (flipping parteners) as a moduli 2l1/l22 varies.

Starting from the BPS solution of two fractional instantons in CP 2 model with ZN -twisted

boundary condition

ωII =
(
l1eiθ1e

− 4π
3 z, l2eiθ2e

− 2π
3 z, 1

)
, (2.19)

with S = 2/3, Q = 2/3 shown in figure 4, the projection produces the non-BPS exact

solution

ωnbps =
(
eiθ1

(
2l1
l2
e−

2π
3 z + l1l2e−

2π
3 (2z+z̄)

)
, eiθ2

(
1− l21e

− 4π
3 (z+z̄)

)
, −l2e−

2π
3 z̄ − 2l21

l2
e−

2π
3 (z+2z̄)

)
.

(2.20)

The total action of this solution is S = 4/3 while the total topological charge is Q = 0.

This ω is obviously a special case of the generic two-bion configuration (2.13). We note

that the action s(x) and topological q(x) charge densities are independent of overall phase

variables θ1, θ2 in each component.

The exact solution (2.20) is included as a subspace of parameters in our most general

ansatz in eq. (2.13) as:

a = 2l1/l2, c = l1l2, b = 0, d = −l21, f = −l2, g = −2l21/l2 . (2.21)

What is special in this solution is that this solution contains in different corners of moduli

space the two seemingly distinct configurations, each of which can be seen as a compressed

case of the two fractional (anti-)instanton configuration in the middle, because of b = 0.
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Figure 4. BPS solution ωII of two fractional instantons in eq. (2.19) in CP 2 model.

Figure 5. The non-BPS exact solution in CP 2 model makes transition between these two config-
urations (flipping parteners) as a moduli 2l1/l22 varies.
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Starting from the double-fractinal-instanton BPS solution in CP 2 model with Z
N
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with S = 2/3, Q = 2/3 shown in Fig. 3, the projection produces the non-BPS exact solution
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The total action of this solution is S = 4/3 while the total topological charge is Q = 0.

This ! is obviously a special case of the generic two-bion configuration (13). We note

that the action s(x) and topological q(x) charge densities are independent of overall

phase variables µ
1

, µ
2

in each component. The two separations R
1

and R
2

are identical

: R
1

= R
2

= (3/(4º)) log(l2
2

/l
1

).

FIG. 3: BPS solution in CP 2 model.

What is special in this solution is that this solution connect the two seemingly distinct config-

urations, each of which can be seen as a compressed case of the two-bion configuration (S = 4/3,

Q = 0). As shown in Fig. 4, the solution can describe two types of configurations depending on

the ratio of 2l
1

and l2
2

, where one of them locally contains two fractional instantons and one dou-

ble anti-fractional instanton, and the other contains two anti-fractional instantons and one double

fractional instanton. These two configurations are similar to the two bion configuration in Fig. 5,

whose adjacent fracitonal-instanton constituents are compressed.

We show how action density and topological charge density varies as l
2

is changed with l
2

fixed

in Fig. 6. It is clear that the two configurations are exchanged depending on the values of l
2

. And

this is how the local BPS constituents in the solutions do not annihilate.

Transition between 2 distinct configurations occurs 
as the moduli parameters are varied.

ex.) CP2 model
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Figure 4. BPS solution ωII of two fractional instantons in eq. (2.19) in CP 2 model.

Figure 5. The non-BPS exact solution in CP 2 model makes transition between these two config-
urations (flipping parteners) as a moduli 2l1/l22 varies.

Starting from the BPS solution of two fractional instantons in CP 2 model with ZN -twisted

boundary condition

ωII =
(
l1eiθ1e

− 4π
3 z, l2eiθ2e

− 2π
3 z, 1

)
, (2.19)

with S = 2/3, Q = 2/3 shown in figure 4, the projection produces the non-BPS exact

solution

ωnbps =
(
eiθ1

(
2l1
l2
e−

2π
3 z + l1l2e−

2π
3 (2z+z̄)

)
, eiθ2

(
1− l21e

− 4π
3 (z+z̄)

)
, −l2e−

2π
3 z̄ − 2l21

l2
e−

2π
3 (z+2z̄)

)
.

(2.20)

The total action of this solution is S = 4/3 while the total topological charge is Q = 0.

This ω is obviously a special case of the generic two-bion configuration (2.13). We note

that the action s(x) and topological q(x) charge densities are independent of overall phase

variables θ1, θ2 in each component.

The exact solution (2.20) is included as a subspace of parameters in our most general

ansatz in eq. (2.13) as:

a = 2l1/l2, c = l1l2, b = 0, d = −l21, f = −l2, g = −2l21/l2 . (2.21)

What is special in this solution is that this solution contains in different corners of moduli

space the two seemingly distinct configurations, each of which can be seen as a compressed

case of the two fractional (anti-)instanton configuration in the middle, because of b = 0.
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As depicted in figure 5, the solution can describe two types of configurations depending on

the ratio of 2l1 and l22: figure 5(a) arises for 2l1 ≫ l22, and contains locally one compressed

double fractional anti-instanton sandwiched between two fractional instantons, whereas

figure 5(b) arises for 2l1 ≪ l22, and contains locally one compressed double fractional

instanton sandwiched between two fractional anti-instantons and one double fractional

instanton. These two configurations are similar to the two-bion configuration in figure 3(c)

and (b), but the two adjacent fractional (anti-)instantons are completely compressed. Let

us call these two configurations as the flipping partners. We show how densities of action

s(x) and topological charge q(x) vary as 2l1/l22 varies in figure 6, although the value of the

integrated total action remains constant. We find the action densities of flipping partners

are related by the transformation l2/
√
2 →

√
2/l2.

We will find that the flipping partners contained in the non-BPS exact solution is

important to achieve the balance of forces between the BPS and anti-BPS constituent

fractional instantons. One should also note that the two separations R1 (R′
1) and R2 (R′

2)

from the middle compressed fractional instantons to the left and right fractional instantons

are identical:

R1 = R2 =
3

4π
log(4l1/l

2
2) , (2.22)

for 2l1 ≫ l22 and

R′
1 = R′

2 =
3

4π
log(l22/l1) , (2.23)

for 2l1 ≪ l22.

3 Flipping partners and generic construction

3.1 Flipping partners in the non-BPS exact solution

Let us analyze how transitions between different configurations occur in the non-BPS exact

solution in the CP 2 model as shown in figure 5 (the extension to CPN−1 models is straight-

forward). We can re-express the BPS solution with two fractional-instantons in eq. (2.19) as

ωII =
(
A(z), B(z), 1

)
,

A(z) = l1e
iθ1e−2αz , B(z) = l2e

iθ2e−αz , (3.1)

with α = 2π/3. Then, the projection operation in Rq. (2.18) gives a non-BPS exact solution

in eq. (2.20), which is now re-expressed as

ωnbps =
(
A(BB̄ + 2) B(−AĀ+ 1) 2AĀ+BB̄

)
, (3.2)

where the difference by an overall factor from eq. (2.20) is irrelevant.

We now explain how various constituents emerge in the non-BPS exact solution:

(a)fractional anti-instantons, (b)fractional instantons, (c)double fractional instantons, and

(d)double fractional anti-instantons.
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and (b), but the two adjacent fractional (anti-)instantons are completely compressed. Let

us call these two configurations as the flipping partners. We show how densities of action

s(x) and topological charge q(x) vary as 2l1/l22 varies in figure 6, although the value of the

integrated total action remains constant. We find the action densities of flipping partners

are related by the transformation l2/
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2 →
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We will find that the flipping partners contained in the non-BPS exact solution is

important to achieve the balance of forces between the BPS and anti-BPS constituent

fractional instantons. One should also note that the two separations R1 (R′
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for 2l1 ≪ l22.

3 Flipping partners and generic construction

3.1 Flipping partners in the non-BPS exact solution

Let us analyze how transitions between different configurations occur in the non-BPS exact

solution in the CP 2 model as shown in figure 5 (the extension to CPN−1 models is straight-

forward). We can re-express the BPS solution with two fractional-instantons in eq. (2.19) as

ωII =
(
A(z), B(z), 1

)
,

A(z) = l1e
iθ1e−2αz , B(z) = l2e

iθ2e−αz , (3.1)

with α = 2π/3. Then, the projection operation in Rq. (2.18) gives a non-BPS exact solution

in eq. (2.20), which is now re-expressed as

ωnbps =
(
A(BB̄ + 2) B(−AĀ+ 1) 2AĀ+BB̄

)
, (3.2)

where the difference by an overall factor from eq. (2.20) is irrelevant.

We now explain how various constituents emerge in the non-BPS exact solution:

(a)fractional anti-instantons, (b)fractional instantons, (c)double fractional instantons, and

(d)double fractional anti-instantons.
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Starting from the double-fractinal-instanton BPS solution in CP 2 model with Z
N

-twisted boundary

condtion

!II =
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l
1

eiµ1e°
4º
3 z l

2

eiµ2e°
2º
3 z 1

¥
(19)

with S = 2/3, Q = 2/3 shown in Fig. 3, the projection produces the non-BPS exact solution

! =
≥
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1

l2
2

e°
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3 (2z+z̄) + 2l

1
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3 z
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≥
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1
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¥

(20)

The total action of this solution is S = 4/3 while the total topological charge is Q = 0.

This ! is obviously a special case of the generic two-bion configuration (13). We note

that the action s(x) and topological q(x) charge densities are independent of overall

phase variables µ
1

, µ
2

in each component. The two separations R
1

and R
2

are identical

: R
1

= R
2

= (3/(4º)) log(l2
2

/l
1

).

FIG. 3: BPS solution in CP 2 model.

What is special in this solution is that this solution connect the two seemingly distinct config-

urations, each of which can be seen as a compressed case of the two-bion configuration (S = 4/3,

Q = 0). As shown in Fig. 4, the solution can describe two types of configurations depending on

the ratio of 2l
1

and l2
2

, where one of them locally contains two fractional instantons and one dou-

ble anti-fractional instanton, and the other contains two anti-fractional instantons and one double

fractional instanton. These two configurations are similar to the two bion configuration in Fig. 5,

whose adjacent fracitonal-instanton constituents are compressed.

We show how action density and topological charge density varies as l
2

is changed with l
2

fixed

in Fig. 6. It is clear that the two configurations are exchanged depending on the values of l
2

. And

this is how the local BPS constituents in the solutions do not annihilate.

Instanton and anti-instanton constituents at the both sides 
has a opposite sign, leading to absence of attractive force.

ex.) CP2 model

+

p
r
o
o
f
s
 
J
H
E
P
_
0
7
5
P
_
0
4
1
6

Figure 4. BPS solution ωII of two fractional instantons in eq. (2.19) in CP 2 model.

Figure 5. The non-BPS exact solution in CP 2 model makes transition between these two config-
urations (flipping parteners) as a moduli 2l1/l22 varies.

Starting from the BPS solution of two fractional instantons in CP 2 model with ZN -twisted

boundary condition

ωII =
(
l1eiθ1e

− 4π
3 z, l2eiθ2e

− 2π
3 z, 1

)
, (2.19)

with S = 2/3, Q = 2/3 shown in figure 4, the projection produces the non-BPS exact

solution

ωnbps =
(
eiθ1

(
2l1
l2
e−

2π
3 z + l1l2e−

2π
3 (2z+z̄)

)
, eiθ2

(
1− l21e

− 4π
3 (z+z̄)

)
, −l2e−

2π
3 z̄ − 2l21

l2
e−

2π
3 (z+2z̄)

)
.

(2.20)

The total action of this solution is S = 4/3 while the total topological charge is Q = 0.

This ω is obviously a special case of the generic two-bion configuration (2.13). We note

that the action s(x) and topological q(x) charge densities are independent of overall phase

variables θ1, θ2 in each component.

The exact solution (2.20) is included as a subspace of parameters in our most general

ansatz in eq. (2.13) as:

a = 2l1/l2, c = l1l2, b = 0, d = −l21, f = −l2, g = −2l21/l2 . (2.21)

What is special in this solution is that this solution contains in different corners of moduli

space the two seemingly distinct configurations, each of which can be seen as a compressed

case of the two fractional (anti-)instanton configuration in the middle, because of b = 0.
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The total action of this solution is S = 4/3 while the total topological charge is Q = 0.

This ! is obviously a special case of the generic two-bion configuration (13). We note

that the action s(x) and topological q(x) charge densities are independent of overall
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FIG. 3: BPS solution in CP 2 model.

What is special in this solution is that this solution connect the two seemingly distinct config-

urations, each of which can be seen as a compressed case of the two-bion configuration (S = 4/3,

Q = 0). As shown in Fig. 4, the solution can describe two types of configurations depending on

the ratio of 2l
1

and l2
2

, where one of them locally contains two fractional instantons and one dou-

ble anti-fractional instanton, and the other contains two anti-fractional instantons and one double

fractional instanton. These two configurations are similar to the two bion configuration in Fig. 5,

whose adjacent fracitonal-instanton constituents are compressed.

We show how action density and topological charge density varies as l
2

is changed with l
2

fixed

in Fig. 6. It is clear that the two configurations are exchanged depending on the values of l
2

. And

this is how the local BPS constituents in the solutions do not annihilate.
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S

Figure 21. The total action for the configuration in eq. (5.1) as a function of θ and l2 with l1 = 1
fixed (we note R = (3/4π) log(l22/l1) for l

2
2 > 2l1).

Figure 22. The total action of the configuration in eq. (5.1) as a function of θ with l1 = l2 = 1 fixed.

5.2 Negative modes for asymmetric separation

In this subsection we violate the second of the essential properties (reflection symmetry)

of the non-BPS exact solution by introducing two multiplicative factors γ, γ′ ∈ R in order

to change the left and right separations

ω =
(
2l1
l2
e−

2π
3 z + l1l2e

− 2π
3 (2z+z̄), γ′ − γl21e

− 4π
3 (z+z̄), −l2e

− 2π
3 z̄ − 2l21

l2
e−

2π
3 (z+2z̄)

)
. (5.2)

For γ, γ′ ̸= 1, the configurations are no longer solutions.

In the parameter region 2l1 > l22, we have a configuration similar to that in figure 5(a).

However, the separation

RL =
3

4π
log

(
4l1
γ2l22

)
, (5.3)
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The total action of this solution is S = 4/3 while the total topological charge is Q = 0.
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FIG. 3: BPS solution in CP 2 model.

What is special in this solution is that this solution connect the two seemingly distinct config-

urations, each of which can be seen as a compressed case of the two-bion configuration (S = 4/3,

Q = 0). As shown in Fig. 4, the solution can describe two types of configurations depending on

the ratio of 2l
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, where one of them locally contains two fractional instantons and one dou-

ble anti-fractional instanton, and the other contains two anti-fractional instantons and one double

fractional instanton. These two configurations are similar to the two bion configuration in Fig. 5,

whose adjacent fracitonal-instanton constituents are compressed.

We show how action density and topological charge density varies as l
2

is changed with l
2

fixed

in Fig. 6. It is clear that the two configurations are exchanged depending on the values of l
2

. And

this is how the local BPS constituents in the solutions do not annihilate.
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Figure 4. BPS solution ωII of two fractional instantons in eq. (2.19) in CP 2 model.

Figure 5. The non-BPS exact solution in CP 2 model makes transition between these two config-
urations (flipping parteners) as a moduli 2l1/l22 varies.

Starting from the BPS solution of two fractional instantons in CP 2 model with ZN -twisted

boundary condition

ωII =
(
l1eiθ1e

− 4π
3 z, l2eiθ2e

− 2π
3 z, 1

)
, (2.19)

with S = 2/3, Q = 2/3 shown in figure 4, the projection produces the non-BPS exact

solution

ωnbps =
(
eiθ1

(
2l1
l2
e−

2π
3 z + l1l2e−

2π
3 (2z+z̄)

)
, eiθ2

(
1− l21e

− 4π
3 (z+z̄)

)
, −l2e−

2π
3 z̄ − 2l21

l2
e−

2π
3 (z+2z̄)

)
.

(2.20)

The total action of this solution is S = 4/3 while the total topological charge is Q = 0.

This ω is obviously a special case of the generic two-bion configuration (2.13). We note

that the action s(x) and topological q(x) charge densities are independent of overall phase

variables θ1, θ2 in each component.

The exact solution (2.20) is included as a subspace of parameters in our most general

ansatz in eq. (2.13) as:

a = 2l1/l2, c = l1l2, b = 0, d = −l21, f = −l2, g = −2l21/l2 . (2.21)

What is special in this solution is that this solution contains in different corners of moduli

space the two seemingly distinct configurations, each of which can be seen as a compressed

case of the two fractional (anti-)instanton configuration in the middle, because of b = 0.
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As depicted in figure 5, the solution can describe two types of configurations depending on

the ratio of 2l1 and l22: figure 5(a) arises for 2l1 ≫ l22, and contains locally one compressed

double fractional anti-instanton sandwiched between two fractional instantons, whereas

figure 5(b) arises for 2l1 ≪ l22, and contains locally one compressed double fractional

instanton sandwiched between two fractional anti-instantons and one double fractional

instanton. These two configurations are similar to the two-bion configuration in figure 3(c)

and (b), but the two adjacent fractional (anti-)instantons are completely compressed. Let

us call these two configurations as the flipping partners. We show how densities of action

s(x) and topological charge q(x) vary as 2l1/l22 varies in figure 6, although the value of the

integrated total action remains constant. We find the action densities of flipping partners

are related by the transformation l2/
√
2 →

√
2/l2.

We will find that the flipping partners contained in the non-BPS exact solution is

important to achieve the balance of forces between the BPS and anti-BPS constituent

fractional instantons. One should also note that the two separations R1 (R′
1) and R2 (R′

2)

from the middle compressed fractional instantons to the left and right fractional instantons

are identical:

R1 = R2 =
3

4π
log(4l1/l

2
2) , (2.22)

for 2l1 ≫ l22 and

R′
1 = R′

2 =
3

4π
log(l22/l1) , (2.23)

for 2l1 ≪ l22.

3 Flipping partners and generic construction

3.1 Flipping partners in the non-BPS exact solution

Let us analyze how transitions between different configurations occur in the non-BPS exact

solution in the CP 2 model as shown in figure 5 (the extension to CPN−1 models is straight-

forward). We can re-express the BPS solution with two fractional-instantons in eq. (2.19) as

ωII =
(
A(z), B(z), 1

)
,

A(z) = l1e
iθ1e−2αz , B(z) = l2e

iθ2e−αz , (3.1)

with α = 2π/3. Then, the projection operation in Rq. (2.18) gives a non-BPS exact solution

in eq. (2.20), which is now re-expressed as

ωnbps =
(
A(BB̄ + 2) B(−AĀ+ 1) 2AĀ+BB̄

)
, (3.2)

where the difference by an overall factor from eq. (2.20) is irrelevant.

We now explain how various constituents emerge in the non-BPS exact solution:

(a)fractional anti-instantons, (b)fractional instantons, (c)double fractional instantons, and

(d)double fractional anti-instantons.
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s(x) and topological charge q(x) vary as 2l1/l22 varies in figure 6, although the value of the

integrated total action remains constant. We find the action densities of flipping partners

are related by the transformation l2/
√
2 →

√
2/l2.

We will find that the flipping partners contained in the non-BPS exact solution is

important to achieve the balance of forces between the BPS and anti-BPS constituent

fractional instantons. One should also note that the two separations R1 (R′
1) and R2 (R′

2)

from the middle compressed fractional instantons to the left and right fractional instantons

are identical:

R1 = R2 =
3

4π
log(4l1/l

2
2) , (2.22)

for 2l1 ≫ l22 and

R′
1 = R′

2 =
3

4π
log(l22/l1) , (2.23)

for 2l1 ≪ l22.

3 Flipping partners and generic construction

3.1 Flipping partners in the non-BPS exact solution

Let us analyze how transitions between different configurations occur in the non-BPS exact

solution in the CP 2 model as shown in figure 5 (the extension to CPN−1 models is straight-

forward). We can re-express the BPS solution with two fractional-instantons in eq. (2.19) as

ωII =
(
A(z), B(z), 1

)
,

A(z) = l1e
iθ1e−2αz , B(z) = l2e

iθ2e−αz , (3.1)

with α = 2π/3. Then, the projection operation in Rq. (2.18) gives a non-BPS exact solution

in eq. (2.20), which is now re-expressed as

ωnbps =
(
A(BB̄ + 2) B(−AĀ+ 1) 2AĀ+BB̄

)
, (3.2)

where the difference by an overall factor from eq. (2.20) is irrelevant.

We now explain how various constituents emerge in the non-BPS exact solution:

(a)fractional anti-instantons, (b)fractional instantons, (c)double fractional instantons, and

(d)double fractional anti-instantons.

– 10 –

R2
R1

R2

◆Generic properties of Non-BPS solution

+

'

'



◆Bion configurations incorporate Non-BPS solution
TM, Nitta, Sakai (16)

8

Thus, the three separations between these instanton constituents are

R0
21

=
N

2º
log

|a|2

|c||d| , R0
32

=
N

2º
log

|d|2

|a||h| , R0
43

=
N

2º
log

|h|2

|d||f | . (17)

The configuration in Fig. 2(b) is clearly visible in the parameter region |c/a| ø

|a/d| ø |d/h| ø |h/f |. We note that there is a relation among six separations

R
21

+ 2R
32

+ R
43

= R0
21

+ 2R0
32

+ R0
43

, leading to five independent separation variables. It

is interesting to note that the most general Ansatz for two bions autmatically contains

two other possible diagrams contaning two bions or two anti-bions in Fig. 2(c) and (d),

respectively. The two bion configuration in Fig. 2(c) and the two anti-bion configura-

tion in Fig. 2(d) are clearly visible in the parameter region |c/a|ø |a/d|ø |d/b|ø |b/f |,

and |c/g| ø |g/d| ø |d/h| ø |h/f |, respectively. One should also note that linear com-

binations of the same five independent length parameters (in different parameter

regions) serve as separations of constituent fractional (anti-)instantons, in all these

diagrams. One of the purposes of the present work is to show that this ansatz (13)

contains the simplest non-BPS exact solution. This fact implies that the non-BPS

exact solution contributes to the resurgent expansion as a special configuration of

two-bion configurations.

FIG. 2: Generic two-bion configurations in Eq. (13).

B. The simplest non-BPS exact solution

Based on the procedure of projection operations [69], the non-BPS exact solutions in CPN°1

model on R1 £ S1 with Z
N

-twisted boundary conditions are constructed in [11].

We here discuss the properties of the solutions. The non-BPS solutions are obtained through

the following projection applied to any of the BPS solutions !,

Z
+

: ! ! Z
+

! ¥ @
z

! ° (@
z

!)!†

!!† ! . (18)

・Two-bion configuration

As a special choice of parameter set, it results in a non-BPS solution.
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Figure 4. BPS solution ωII of two fractional instantons in eq. (2.19) in CP 2 model.

Figure 5. The non-BPS exact solution in CP 2 model makes transition between these two config-
urations (flipping parteners) as a moduli 2l1/l22 varies.

Starting from the BPS solution of two fractional instantons in CP 2 model with ZN -twisted

boundary condition

ωII =
(
l1eiθ1e

− 4π
3 z, l2eiθ2e

− 2π
3 z, 1

)
, (2.19)

with S = 2/3, Q = 2/3 shown in figure 4, the projection produces the non-BPS exact

solution

ωnbps =
(
eiθ1

(
2l1
l2
e−

2π
3 z + l1l2e−

2π
3 (2z+z̄)

)
, eiθ2

(
1− l21e

− 4π
3 (z+z̄)

)
, −l2e−

2π
3 z̄ − 2l21

l2
e−

2π
3 (z+2z̄)

)
.

(2.20)

The total action of this solution is S = 4/3 while the total topological charge is Q = 0.

This ω is obviously a special case of the generic two-bion configuration (2.13). We note

that the action s(x) and topological q(x) charge densities are independent of overall phase

variables θ1, θ2 in each component.

The exact solution (2.20) is included as a subspace of parameters in our most general

ansatz in eq. (2.13) as:

a = 2l1/l2, c = l1l2, b = 0, d = −l21, f = −l2, g = −2l21/l2 . (2.21)

What is special in this solution is that this solution contains in different corners of moduli

space the two seemingly distinct configurations, each of which can be seen as a compressed

case of the two fractional (anti-)instanton configuration in the middle, because of b = 0.

– 9 –
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need to add a term ce−
2π
N (2z+z̄) (with a complex constant c) in the first component, and

another term de−
4π
N (z+z̄) to the second component. We will call this diagram in figure 3(a)

as ĪIĪI. If we wish to consider the diagram with ordering ĪIIĪ in figure 3(b), we need

to have a term fe−
2π
N z̄ in the third component. If we wish to consider the diagram with

ordering IĪĪI in figure 3(c), we need to have a term ge−
4π
N (z+2z̄) in the third component.

With these terms added, we obtain the ansatz for the most general configuration for two

bions (with no (anti-)instanton with |Q| = 1 in any region of x1)

ω =
(
· · · , ae−

2π
N z + ce−

2π
N (2z+z̄), 1 + be−

2π
N (z+z̄) + de−

4π
N (z+z̄), fe−

2π
N z̄ + ge−

2π
N (z+2z̄), · · ·

)
,

(2.13)

with seven complex parameters a, b, c, d, f, g,∈ C. One should note that one more diagram

with the ordering IĪĪI in figure 3(d) is automatically included in the ansatz. The action

and topological charge densities are independent of a phase common to terms in the same

component. Therefore only four phases are relevant among six phase parameters : relative

phases (a, c), and (f, g) besides phases of b and d. Although six modulus correspond

to six positions of constituent fractional (anti-)instantons, total action is independent of

the center of mass position because of translational invariance. Therefore the action and

topological charge densities can be considered as functions of only nine relevant parameters:

four relative phases, five separation parameters corresponding to the lengths of bion and

anti-bion, and the distance between them. This ansatz contains four seemingly-different

configurations depending on the values of these parameters as shown in figure 3(a)-(d) for

large separations.

Since our ansatz for the most general two-bion configurations in eq. (2.13) does not

have (anti-)instanton with |Q| = 1, all terms in the same component have a common x2-

dependence as a phase factor such as e−i 2πN x2 . Therefore the action density s(x) and the

topological charge density q(x) are independent of x2 in our ansatz. If (anti-)instanton with

|Q| = 1 would be involved, additional terms with distinct x2-dependent phase factor would

emerge such as C(x1)e−(2π/N)ix2+C ′(x1)e−(2π/N+2π)ix2 , and s(x), q(x) would depend on x2.

Let us first consider the case with |g| ≫ |c| and |a| ≫ |f |, where the terms with c and

f are superficially negligible. Then, as x1 varies from negative infinity to positive infinity,

the dominant term changes as de−
4π
N (z+z̄) → ge−

2π
N (z+2z̄) → be−

2π
N (z+z̄) → ae−

2π
N z → 1

for a choice of the parameters |g|2 ≫ |b||d|, |b|2 ≫ |a||g|, |a|2 ≫ |b|. It means that the

vacua undergo the transition
(
0, 1, 0

)
→
(
0, 0, 1

)
→
(
0, 1, 0

)
→
(
1, 0, 0

)
→
(
0, 1, 0

)
, (2.14)

as shown in figure 3(c). Using a similar reasoning as the bion case, we find the four fractional

instanton constituents show up successively as x1 increases from negative infinity to positive

infinity : the first fractional instanton at R1 =
N
2π log |d|

|g| , the first fractional anti-instanton

at R2 = N
2π log |g|

|b| , the second fractional anti-instanton at R3 = N
2π log |b|

|a| , and the second

fractional instanton at R4 = N
2π log |a|. The three separations between these instanton

constituents are

R21 =
N

2π
log

|g|2

|b||d| , R32 =
N

2π
log

|b|2

|a||g| , R43 =
N

2π
log

|a|2

|b| . (2.15)

– 7 –
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Starting from the double-fractinal-instanton BPS solution in CP 2 model with Z
N

-twisted boundary

condtion

!II =
≥
l
1

eiµ1e°
4º
3 z l

2

eiµ2e°
2º
3 z 1

¥
(19)

with S = 2/3, Q = 2/3 shown in Fig. 3, the projection produces the non-BPS exact solution

! =
≥
eiµ1

≥
l
1

l2
2

e°
2º
3 (2z+z̄) + 2l

1

e°
2º
3 z

¥
eiµ2

≥
°l2

1

l
2

e°
4º
3 (z+z̄) + l

2

¥
°2l2

1

e°
2º
3 (z+2z̄) ° l2

2

e°
2º
3 z̄

¥

(20)

The total action of this solution is S = 4/3 while the total topological charge is Q = 0.

This ! is obviously a special case of the generic two-bion configuration (13). We note

that the action s(x) and topological q(x) charge densities are independent of overall

phase variables µ
1

, µ
2

in each component. The two separations R
1

and R
2

are identical

: R
1

= R
2

= (3/(4º)) log(l2
2

/l
1

).

FIG. 3: BPS solution in CP 2 model.

What is special in this solution is that this solution connect the two seemingly distinct config-

urations, each of which can be seen as a compressed case of the two-bion configuration (S = 4/3,

Q = 0). As shown in Fig. 4, the solution can describe two types of configurations depending on

the ratio of 2l
1

and l2
2

, where one of them locally contains two fractional instantons and one dou-

ble anti-fractional instanton, and the other contains two anti-fractional instantons and one double

fractional instanton. These two configurations are similar to the two bion configuration in Fig. 5,

whose adjacent fracitonal-instanton constituents are compressed.

We show how action density and topological charge density varies as l
2

is changed with l
2

fixed

in Fig. 6. It is clear that the two configurations are exchanged depending on the values of l
2

. And

this is how the local BPS constituents in the solutions do not annihilate.

As a special choice of parameter set, it results in a non-BPS solution.p
r
o
o
f
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Figure 4. BPS solution ωII of two fractional instantons in eq. (2.19) in CP 2 model.

Figure 5. The non-BPS exact solution in CP 2 model makes transition between these two config-
urations (flipping parteners) as a moduli 2l1/l22 varies.

Starting from the BPS solution of two fractional instantons in CP 2 model with ZN -twisted

boundary condition

ωII =
(
l1eiθ1e

− 4π
3 z, l2eiθ2e

− 2π
3 z, 1

)
, (2.19)

with S = 2/3, Q = 2/3 shown in figure 4, the projection produces the non-BPS exact

solution

ωnbps =
(
eiθ1

(
2l1
l2
e−

2π
3 z + l1l2e−

2π
3 (2z+z̄)

)
, eiθ2

(
1− l21e

− 4π
3 (z+z̄)

)
, −l2e−

2π
3 z̄ − 2l21

l2
e−

2π
3 (z+2z̄)

)
.

(2.20)

The total action of this solution is S = 4/3 while the total topological charge is Q = 0.

This ω is obviously a special case of the generic two-bion configuration (2.13). We note

that the action s(x) and topological q(x) charge densities are independent of overall phase

variables θ1, θ2 in each component.

The exact solution (2.20) is included as a subspace of parameters in our most general

ansatz in eq. (2.13) as:

a = 2l1/l2, c = l1l2, b = 0, d = −l21, f = −l2, g = −2l21/l2 . (2.21)

What is special in this solution is that this solution contains in different corners of moduli

space the two seemingly distinct configurations, each of which can be seen as a compressed

case of the two fractional (anti-)instanton configuration in the middle, because of b = 0.
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Thus, the three separations between these instanton constituents are

R0
21

=
N

2º
log

|a|2

|c||d| , R0
32

=
N

2º
log

|d|2

|a||h| , R0
43

=
N

2º
log

|h|2

|d||f | . (17)

The configuration in Fig. 2(b) is clearly visible in the parameter region |c/a| ø

|a/d| ø |d/h| ø |h/f |. We note that there is a relation among six separations

R
21

+ 2R
32

+ R
43

= R0
21

+ 2R0
32

+ R0
43

, leading to five independent separation variables. It

is interesting to note that the most general Ansatz for two bions autmatically contains

two other possible diagrams contaning two bions or two anti-bions in Fig. 2(c) and (d),

respectively. The two bion configuration in Fig. 2(c) and the two anti-bion configura-

tion in Fig. 2(d) are clearly visible in the parameter region |c/a|ø |a/d|ø |d/b|ø |b/f |,

and |c/g| ø |g/d| ø |d/h| ø |h/f |, respectively. One should also note that linear com-

binations of the same five independent length parameters (in different parameter

regions) serve as separations of constituent fractional (anti-)instantons, in all these

diagrams. One of the purposes of the present work is to show that this ansatz (13)

contains the simplest non-BPS exact solution. This fact implies that the non-BPS

exact solution contributes to the resurgent expansion as a special configuration of

two-bion configurations.

FIG. 2: Generic two-bion configurations in Eq. (13).

B. The simplest non-BPS exact solution

Based on the procedure of projection operations [69], the non-BPS exact solutions in CPN°1

model on R1 £ S1 with Z
N

-twisted boundary conditions are constructed in [11].

We here discuss the properties of the solutions. The non-BPS solutions are obtained through

the following projection applied to any of the BPS solutions !,

Z
+

: ! ! Z
+

! ¥ @
z

! ° (@
z

!)!†

!!† ! . (18)

It indicates Non-BPS solutions are relevant in resurgence trans-series.
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need to add a term ce−
2π
N (2z+z̄) (with a complex constant c) in the first component, and

another term de−
4π
N (z+z̄) to the second component. We will call this diagram in figure 3(a)

as ĪIĪI. If we wish to consider the diagram with ordering ĪIIĪ in figure 3(b), we need

to have a term fe−
2π
N z̄ in the third component. If we wish to consider the diagram with

ordering IĪĪI in figure 3(c), we need to have a term ge−
4π
N (z+2z̄) in the third component.

With these terms added, we obtain the ansatz for the most general configuration for two

bions (with no (anti-)instanton with |Q| = 1 in any region of x1)

ω =
(
· · · , ae−

2π
N z + ce−

2π
N (2z+z̄), 1 + be−

2π
N (z+z̄) + de−

4π
N (z+z̄), fe−

2π
N z̄ + ge−

2π
N (z+2z̄), · · ·

)
,

(2.13)

with seven complex parameters a, b, c, d, f, g,∈ C. One should note that one more diagram

with the ordering IĪĪI in figure 3(d) is automatically included in the ansatz. The action

and topological charge densities are independent of a phase common to terms in the same

component. Therefore only four phases are relevant among six phase parameters : relative

phases (a, c), and (f, g) besides phases of b and d. Although six modulus correspond

to six positions of constituent fractional (anti-)instantons, total action is independent of

the center of mass position because of translational invariance. Therefore the action and

topological charge densities can be considered as functions of only nine relevant parameters:

four relative phases, five separation parameters corresponding to the lengths of bion and

anti-bion, and the distance between them. This ansatz contains four seemingly-different

configurations depending on the values of these parameters as shown in figure 3(a)-(d) for

large separations.

Since our ansatz for the most general two-bion configurations in eq. (2.13) does not

have (anti-)instanton with |Q| = 1, all terms in the same component have a common x2-

dependence as a phase factor such as e−i 2πN x2 . Therefore the action density s(x) and the

topological charge density q(x) are independent of x2 in our ansatz. If (anti-)instanton with

|Q| = 1 would be involved, additional terms with distinct x2-dependent phase factor would

emerge such as C(x1)e−(2π/N)ix2+C ′(x1)e−(2π/N+2π)ix2 , and s(x), q(x) would depend on x2.

Let us first consider the case with |g| ≫ |c| and |a| ≫ |f |, where the terms with c and

f are superficially negligible. Then, as x1 varies from negative infinity to positive infinity,

the dominant term changes as de−
4π
N (z+z̄) → ge−

2π
N (z+2z̄) → be−

2π
N (z+z̄) → ae−

2π
N z → 1

for a choice of the parameters |g|2 ≫ |b||d|, |b|2 ≫ |a||g|, |a|2 ≫ |b|. It means that the

vacua undergo the transition
(
0, 1, 0

)
→
(
0, 0, 1

)
→
(
0, 1, 0

)
→
(
1, 0, 0

)
→
(
0, 1, 0

)
, (2.14)

as shown in figure 3(c). Using a similar reasoning as the bion case, we find the four fractional

instanton constituents show up successively as x1 increases from negative infinity to positive

infinity : the first fractional instanton at R1 =
N
2π log |d|

|g| , the first fractional anti-instanton

at R2 = N
2π log |g|

|b| , the second fractional anti-instanton at R3 = N
2π log |b|

|a| , and the second

fractional instanton at R4 = N
2π log |a|. The three separations between these instanton

constituents are

R21 =
N

2π
log

|g|2

|b||d| , R32 =
N

2π
log

|b|2

|a||g| , R43 =
N

2π
log

|a|2

|b| . (2.15)
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◆Negative modes of Non-BPS solution

Non-BPS solutions are unstable and have negative modes.

26

for the γ → ∞ limit. 5/9 comes from the compressed part of instanton + double anti-instanton

or anti-instanton + double instanton, which is discussed in (27). Figure 24 shows the total action

dependence on

RL =
3

4π
log

l22
γ2l1

, (33)

which is the separation between the left anti-instanton and the central double fractional instanton

in Fig. 23). It is clearly shown that the modification corresponds to the negative mode, where it

flows from S = 4/3 to S = 8/9. This dependence is also the case with the separation between the

right anti-instanton and the central double fractional instanton RR = 3
4π log

l22
(γ′)2l1

.

FIG. 24: For (31) with γ > 1, γ′ = 1, we depict the total action dependence on R = 3
4π log l22

γ2l1
with l1 = 1,

l2 = 10000 fixed. The non-BPS solution or γ = 1 correspond to R ∼ 4.4

We next consider the combined modification of (30) and (31),

ω =
(
l1l22e

− 2π
3 (2z+z̄) + 2l1e

− 2π
3 z −γl21l2e

− 4π
3 (z+z̄) + γ′eiθl2 −2l21e

− 2π
3 (z+2z̄) − l22e

− 2π
3 z̄
)
. (34)

As we have discussed in the previous section, this configuration behaves differently with θ = 0 and

θ = π. In both cases, the increase of γ > 1 with γ′ = 1 or the increase of γ′ > 1 with γ = 1

decreases the total action from S = 4/3 to S = 8/9 since the double fractional instanton and the

fractional anti-instanton at each side have attractive interaction. However, things change if one

increases both γ and γ′ with γ = γ′.

For θ = 0, as we discussed in Fig. 20, the three instanton constituents have effectively repulsive

interaction, thus the total action increases as one increases γ = γ′ > 1. In Fig. 25, we depict the

total action dependence on RR = 3
4π log

l22
γ2l1

and RL = 3
4π log

l22
γ2l1

. Along RR = RL → 0, the

action increases.

Shift of the relative phase is a negative mode

TM, Nitta, Sakai (16)

J
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5
7

θ
l2

S

Figure 21. The total action for the configuration in eq. (5.1) as a function of θ and l2 with l1 = 1
fixed (we note R = (3/4π) log(l22/l1) for l

2
2 > 2l1).

Figure 22. The total action of the configuration in eq. (5.1) as a function of θ with l1 = l2 = 1 fixed.

5.2 Negative modes for asymmetric separation

In this subsection we violate the second of the essential properties (reflection symmetry)

of the non-BPS exact solution by introducing two multiplicative factors γ, γ′ ∈ R in order

to change the left and right separations

ω =
(
2l1
l2
e−

2π
3 z + l1l2e

− 2π
3 (2z+z̄), γ′ − γl21e

− 4π
3 (z+z̄), −l2e

− 2π
3 z̄ − 2l21

l2
e−

2π
3 (z+2z̄)

)
. (5.2)

For γ, γ′ ̸= 1, the configurations are no longer solutions.

In the parameter region 2l1 > l22, we have a configuration similar to that in figure 5(a).

However, the separation

RL =
3

4π
log

(
4l1
γ2l22

)
, (5.3)
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We find that there are two negative modes in eR − eL and eθ directions in this case.

For R = 1.10 (l2 = 10, l1 = 1), the separation is relatively small and the constituents

are about to crash. The second-derivative matrix at γ = 1, γ′ = 1, θ = 0 is numerically

calculated as

∂2S

∂(R′
R, R

′
L, θ)

2
≈

⎛

⎜⎝
−0.0606 0.0852 O(10−6)

0.0852 −0.0606 O(10−6)

O(10−6) O(10−6) −0.0204

⎞

⎟⎠ . (5.13)

Then the eigenvalues and the eigenvectors are approximately given by

∼ 0.0246 : eR + eL (5.14)

∼ −0.1458 : eR − eL (5.15)

∼ −0.0204 : eθ . (5.16)

In this case too, we find that there are two negative modes in eR − eL and eθ directions.

For R = 0 (l2 = 1, l1 = 1), the separation is zero and the constituents crash. The

second-derivative matrix at γ = 1, γ′ = 1, θ = 0 is numerically calculated as

∂2S

∂(R′
R, R

′
L, θ)

2
≈

⎛

⎜⎝
0.664 0.639 O(10−5)

0.639 0.664 O(10−5)

O(10−5) O(10−5) −0.267

⎞

⎟⎠ . (5.17)

Then the eigenvalues and the eigenvectors are approximately given by

∼ 1.303 : eR + eL (5.18)

∼ 0.025 : eR − eL (5.19)

∼ −0.267 : eθ . (5.20)

In this case, there is one negative mode in eθ directions. We should mention that coordi-

nates R′
R and R′

L do not have a simple physical meaning as separations at small R region

such as R = 0.

These results show that the number of negative modes depends on the parameter

region. However, the relative phase fluctuation always gives a negative mode.

5.4 Splitting of two bions

To analyze the stability of the non-BPS exact solution, we still need to consider two more

parameters: a separation parameter corresponding to the splitting of the middle compressed

double fractional (anti-)instanton, and its associated phase. The splitting can be described

by the following ansatz containing a new term with the parameter δeiθ
′
in the second

component

ω =
(

2l1
l2
e−

2π
3 z + l1l2e−

2π
3 (2z+z̄), 1 + δeiθ

′
e−

2π
3 (z+z̄) − l21e

− 4π
3 (z+z̄), −l2e−

2π
3 z̄ − 2l21

l2
e−

2π
3 (z+2z̄)

)
.

(5.21)

with δ ≥ 0, 0 ≤ θ′ < 2π. For δ ̸= 0, the configuration is no longer a solution. In the

limit of the exact solution (δ = 0), the phase θ′ obviously is ill-defined and loses a physical
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Non-BPS solutions are unstable and have negative modes.

Breaking the symmetric separation leads to a negative mode

TM, Nitta, Sakai (16)
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Figure 25. The total action as a function of R′
R = 3

4π log l22
γ′2l1

and R′
L = 3

4π log l22
γ2l1

for (5.8) with
θ = 0. In the calculation, we fix l1 = 1 and l2 = 1000, and vary γ, γ′. The non-BPS solution (which
means γ = γ′ = 1) corresponds to R′

R = R′
L ∼ 3.3, the red point at the corner.

We next consider the deformation combining (5.1) and (5.2),

ω =
(
2l1
l2
e−

2π
3 z + l1l2e

− 2π
3 (2z+z̄), γ′ − γeiθl21e

− 4π
3 (z+z̄), −l2e

− 2π
3 z̄ − 2l21

l2
e−

2π
3 (z+2z̄)

)
. (5.8)

As we have discussed in the previous section, this configuration behaves differently with

θ = 0 and θ = π. In both cases, the increase of γ > 1 with γ′ = 1 or the increase

of γ′ > 1 with γ = 1 decreases the total action from S = 4/3 to S = 8/9 since the

double fractional instanton and the fractional anti-instanton at each side have attractive

interaction. However, things change if one increases both γ and γ′ with γ = γ′.

For θ = 0, the three instanton constituents have effectively repulsive interaction as we

have seen in figure 20. Thus the total action increases as one increases γ = γ′ > 1. In

figure 25, we depict the total action as a function of R′
R = 3

4π log
l22

γ′2l1
and R′

L = 3
4π log

l22
γ2l1

.

In the calculation, we fix l1 = 1 and l2 = 1000, and vary γ, γ′. Along R′
R = R′

L → 0, the

action increases.

For θ = π, the three instanton constituents have effectively attractive interaction. Thus

the total action decreases as one increases γ = γ′ > 1. In figure 26, we depict the total

action as a function of R′
R and R′

L, where we fix l1 = 1 and l2 = 1000, and vary γ, γ′. In any

direction of decreasing R′
R, R

′
L (increasing γ, γ′) from the original configuration, the action

decreases. Figure 27 shows the total action as a function of R = R′
R = R′

L, showing clearly

that the total action decreases to S = 0 towards R = R′
R = R′

L → −∞. (This corresponds

to the curve obtained as a section along R′
R = R′

L in figure 26 although we change the

parameter value in the two figures.) In figure 28, corresponding to (5.8) with 2l1 < l22, we

depict how the instanton constituents meet and are compressed when γ = γ′ increases.

5.3 Number and directions of negative modes

Before discussing the directions associated to the remaining parameters, we quantify the

mass squared matrix of fluctuations around the non-BPS exact solution to find the number

and directions of negative modes described by γ, γ′, θ in eq. (5.8). As a natural coordinates

– 27 –

non-BPS solution

J
H
E
P
0
5
(
2
0
1
6
)
0
5
7

Figure 24. Total action of configuration in eq. (5.2) as a function of R′
L = 3

4π log l22
γ2l1

with γ′ = 1,
l1 = 1, l2 = 10000 fixed. The non-BPS solution with γ = 1 correspond to R′

L ∼ 4.4.

between the left anti-instanton and the middle compressed double instanton is decreased

by γ > 1, and the separation

R′
R =

3

4π
log

(
l22

γ′2l1

)
, (5.6)

between the middle compressed double instanton and the right anti-instanton is decreased

by γ′ > 1.

Figure 23 shows the action and topological charge densities of the configuration in

eq. (5.2) with γ > 1, γ′ = 1 and 2l1 < l22. When the right separation R′
R is large and fixed,

we can regard the configuration as the addition of noninteracting fractional anti-instanton

to the configuration of compressed double fractional instanton and an anti-instanton similar

to that in eq. (4.2). Therefore, the total action, which is originally S = 4/3 for the non-BPS

exact solution (2.20), decreases and ends up with

S = 5/9 + 1/3 = 8/9 , (5.7)

for the γ → ∞ limit, where the left fractional anti-instanton is fully compressed with the

double fractional instanton. The value 5/9 of the action comes from the compressed part

of fractional anti-instanton + double fractional instanton as found in figure 19.

Figure 24 shows the total action as a function of separation RL in eq. (5.3) between the

left anti-instanton and the middle double fractional instanton. Thus we find that increasing

γ with γ′ = 1 fixed is a negative mode. Moreover, the increase of γ leads to a configuration

of fully compressed fractional instanton + double fractional anti-instanton together with a

(almost) noninteracting fractional instanton to their right.

Similarly, increasing γ′ with γ fixed is found to be a negative mode, leading to a

configuration of fully compressed fractional double fractional anti-instanton + instanton

together with a (almost) noninteracting fractional instanton to their left.
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Figure 23. The action density and topological charge density of the configuration in eq. (5.2) are
shown in left and right columns, respectively. From top to bottom, densities are shown for three
values of the parameter γ = 100, 10000, 1000000, with γ′ = 1 and l1 = 1 l2 = 100000 fixed.

between the left instanton and the middle compressed double anti-instanton is decreased

by γ > 1. Similarly, the separation

RR =
3

4π
log

(
4l1
γ′2l22

)
, (5.4)

between the middle compressed double anti-instanton and the right instanton is decreased

by γ′ > 1.

In the parameter region 2l1 < l22, we have another configuration similar to that in

figure 5(b). The separation

R′
L =

3

4π
log

(
l22
γ2l1

)
, (5.5)
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for the γ → ∞ limit. 5/9 comes from the compressed part of instanton + double anti-instanton

or anti-instanton + double instanton, which is discussed in (27). Figure 24 shows the total action

dependence on

RL =
3

4π
log

l22
γ2l1

, (33)

which is the separation between the left anti-instanton and the central double fractional instanton

in Fig. 23). It is clearly shown that the modification corresponds to the negative mode, where it

flows from S = 4/3 to S = 8/9. This dependence is also the case with the separation between the

right anti-instanton and the central double fractional instanton RR = 3
4π log

l22
(γ′)2l1

.

FIG. 24: For (31) with γ > 1, γ′ = 1, we depict the total action dependence on R = 3
4π log l22

γ2l1
with l1 = 1,

l2 = 10000 fixed. The non-BPS solution or γ = 1 correspond to R ∼ 4.4

We next consider the combined modification of (30) and (31),

ω =
(
l1l22e

− 2π
3 (2z+z̄) + 2l1e

− 2π
3 z −γl21l2e

− 4π
3 (z+z̄) + γ′eiθl2 −2l21e

− 2π
3 (z+2z̄) − l22e

− 2π
3 z̄
)
. (34)

As we have discussed in the previous section, this configuration behaves differently with θ = 0 and

θ = π. In both cases, the increase of γ > 1 with γ′ = 1 or the increase of γ′ > 1 with γ = 1

decreases the total action from S = 4/3 to S = 8/9 since the double fractional instanton and the

fractional anti-instanton at each side have attractive interaction. However, things change if one

increases both γ and γ′ with γ = γ′.

For θ = 0, as we discussed in Fig. 20, the three instanton constituents have effectively repulsive

interaction, thus the total action increases as one increases γ = γ′ > 1. In Fig. 25, we depict the

total action dependence on RR = 3
4π log

l22
γ2l1

and RL = 3
4π log

l22
γ2l1

. Along RR = RL → 0, the

action increases.

◆Negative modes of Non-BPS solution



Non-BPS solutions are unstable and have negative modes.
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Figure 23. The action density and topological charge density of the configuration in eq. (5.2) are
shown in left and right columns, respectively. From top to bottom, densities are shown for three
values of the parameter γ = 100, 10000, 1000000, with γ′ = 1 and l1 = 1 l2 = 100000 fixed.

between the left instanton and the middle compressed double anti-instanton is decreased

by γ > 1. Similarly, the separation

RR =
3

4π
log

(
4l1
γ′2l22

)
, (5.4)

between the middle compressed double anti-instanton and the right instanton is decreased

by γ′ > 1.

In the parameter region 2l1 < l22, we have another configuration similar to that in

figure 5(b). The separation

R′
L =

3

4π
log

(
l22
γ2l1

)
, (5.5)
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Figure 25. The total action as a function of R′
R = 3

4π log l22
γ′2l1

and R′
L = 3

4π log l22
γ2l1

for (5.8) with
θ = 0. In the calculation, we fix l1 = 1 and l2 = 1000, and vary γ, γ′. The non-BPS solution (which
means γ = γ′ = 1) corresponds to R′

R = R′
L ∼ 3.3, the red point at the corner.

We next consider the deformation combining (5.1) and (5.2),

ω =
(
2l1
l2
e−

2π
3 z + l1l2e

− 2π
3 (2z+z̄), γ′ − γeiθl21e

− 4π
3 (z+z̄), −l2e

− 2π
3 z̄ − 2l21

l2
e−

2π
3 (z+2z̄)

)
. (5.8)

As we have discussed in the previous section, this configuration behaves differently with

θ = 0 and θ = π. In both cases, the increase of γ > 1 with γ′ = 1 or the increase

of γ′ > 1 with γ = 1 decreases the total action from S = 4/3 to S = 8/9 since the

double fractional instanton and the fractional anti-instanton at each side have attractive

interaction. However, things change if one increases both γ and γ′ with γ = γ′.

For θ = 0, the three instanton constituents have effectively repulsive interaction as we

have seen in figure 20. Thus the total action increases as one increases γ = γ′ > 1. In

figure 25, we depict the total action as a function of R′
R = 3

4π log
l22

γ′2l1
and R′

L = 3
4π log

l22
γ2l1

.

In the calculation, we fix l1 = 1 and l2 = 1000, and vary γ, γ′. Along R′
R = R′

L → 0, the

action increases.

For θ = π, the three instanton constituents have effectively attractive interaction. Thus

the total action decreases as one increases γ = γ′ > 1. In figure 26, we depict the total

action as a function of R′
R and R′

L, where we fix l1 = 1 and l2 = 1000, and vary γ, γ′. In any

direction of decreasing R′
R, R

′
L (increasing γ, γ′) from the original configuration, the action

decreases. Figure 27 shows the total action as a function of R = R′
R = R′

L, showing clearly

that the total action decreases to S = 0 towards R = R′
R = R′

L → −∞. (This corresponds

to the curve obtained as a section along R′
R = R′

L in figure 26 although we change the

parameter value in the two figures.) In figure 28, corresponding to (5.8) with 2l1 < l22, we

depict how the instanton constituents meet and are compressed when γ = γ′ increases.

5.3 Number and directions of negative modes

Before discussing the directions associated to the remaining parameters, we quantify the

mass squared matrix of fluctuations around the non-BPS exact solution to find the number

and directions of negative modes described by γ, γ′, θ in eq. (5.8). As a natural coordinates
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◆Generic construction of Non-BPS solutions

Diagrammatic construction of non-BPS solutions

Flipping partners appear depending on parameters

TM, Nitta, Sakai (16)

17

FIG. 9: Construction of the non-BPS exact solution from the BPS three fractional instanton solution CP 4

model.

FIG. 10: Possible configurations are depicted for the non-BPS exact solution constructed from the BPS

solution with three fractional instantons CP 4 model.

The BPS solution in Figs. 9 as well as non-BPS solutions in Figs. 10 now contain three fractional

instantons resulting in a single instanton with Q = 1. Hence the action density depends on x2 and

the instanton localizes in the two-dimensional x1−x2 space when they get closer. Such a situation

was discussed in [11].

If two fractional instantons are compressed into a single double fractional instanton in the

starting BPS solution as in the left panel of Fig. 11, we find vanishing instanton charge for the

non-BPS exact solution, which has only two types of configurations as in Fig. 12. It is interesting

to observe that the compression of the two fractional instanton in the starting BPS solution (30)

corresponds to unexpected movement of various constituents in the non-BPS solution (31) : the

1. Turn elements upside down
2. Connect the elements
3. Find flipping partners



Non-BPS solutions in 2D CPN models

• Non-BPS solutions is realized based on the very subtle balance:       
(i)flipping partners, (ii)relative sign, (iii)symmetric separation.

• Non-BPS solutions have negative modes, so the solutions are unstable 
saddle-point solutions.

• Non-BPS solutions are seen as special cases of multi-bion configurations, 
thus they are also essential in the resurgent trans-series.

• We find a generic way how to construct non-BPS solutions graphically.

How about non-BPS solutions in complexified theory?



◆Non-BPS solutions in Complexified theory

9

Starting from the double-fractinal-instanton BPS solution in CP 2 model with Z
N

-twisted boundary

condtion

!II =
≥
l
1

eiµ1e°
4º
3 z l

2

eiµ2e°
2º
3 z 1

¥
(19)

with S = 2/3, Q = 2/3 shown in Fig. 3, the projection produces the non-BPS exact solution

! =
≥
eiµ1

≥
l
1

l2
2

e°
2º
3 (2z+z̄) + 2l

1

e°
2º
3 z

¥
eiµ2

≥
°l2

1

l
2

e°
4º
3 (z+z̄) + l

2

¥
°2l2

1

e°
2º
3 (z+2z̄) ° l2

2

e°
2º
3 z̄

¥

(20)

The total action of this solution is S = 4/3 while the total topological charge is Q = 0.

This ! is obviously a special case of the generic two-bion configuration (13). We note

that the action s(x) and topological q(x) charge densities are independent of overall

phase variables µ
1

, µ
2

in each component. The two separations R
1

and R
2

are identical

: R
1

= R
2

= (3/(4º)) log(l2
2

/l
1

).

FIG. 3: BPS solution in CP 2 model.

What is special in this solution is that this solution connect the two seemingly distinct config-

urations, each of which can be seen as a compressed case of the two-bion configuration (S = 4/3,

Q = 0). As shown in Fig. 4, the solution can describe two types of configurations depending on

the ratio of 2l
1

and l2
2

, where one of them locally contains two fractional instantons and one dou-

ble anti-fractional instanton, and the other contains two anti-fractional instantons and one double

fractional instanton. These two configurations are similar to the two bion configuration in Fig. 5,

whose adjacent fracitonal-instanton constituents are compressed.

We show how action density and topological charge density varies as l
2

is changed with l
2

fixed

in Fig. 6. It is clear that the two configurations are exchanged depending on the values of l
2

. And

this is how the local BPS constituents in the solutions do not annihilate.

• These non-BPS solutions are also solutions in complexified theory
• The complex versions of the solutions have larger modulus
• It means they will be nontrivial saddle points to which thimbles attach

It indicates CPN model has other saddle points rather than
 real and complex bions, contributing to the resurgent expansion

Conjectural
configuration space?real bion

complex bion

complex non-BPS ?

non-BPS

Re

Im



What have been done

• Resurgence structure in QM is clarified.

• Relevance of non-BPS solutions in CPN model

• Relation of Bion and Non-BPS solutions


