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where $\Delta H$ is the branch jump of $H$. Change the order of integration

$$
\underbrace{\frac{(-1)^{N} N!}{2 \pi i N^{N}}}_{\mathrm{e}^{-x \cdot \text { resurgent }}} \int_{-\omega}^{\infty} d t \int_{0}^{\infty} \frac{\Delta H(-t) \mathrm{e}^{-N p}}{(p+t)^{N+1}} d p
$$

Change the variable in the innermost integral to

$$
\begin{equation*}
q=p+\ln (p+t) ; p(q, t)=-t+\Omega(q+t) \text { where } \Omega(z)+\ln \Omega(z)=z \tag{1}
\end{equation*}
$$

( $\Omega$ is the Wright omega function) and change again the integration order.

After some more algebra,

$$
R=\frac{N!e^{-i N \varphi}}{2 \pi i N^{N}} \int_{0}^{\infty} e^{-N q} Q(q) d q
$$

Thus in Borel plane, the transition operator is $H \mapsto Q$ where

$$
\mathcal{T} H=\int_{\omega}^{e^{q+i \varphi}} \Delta H(t)\left[\Omega^{\prime}(q-\ln (\omega)-\omega)-1\right] d t
$$

a resurgence-preserving operator, as seen next.

$$
R=\frac{(-1)^{N} N!}{2 \pi i N^{N}} \int_{-\omega}^{\infty} d t \int_{0}^{\infty} \frac{\Delta H(-t)}{(p+t)^{N+1}} e^{-N p} d p
$$
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(2) For $\omega \neq 1, \Omega(q+\ln (-\omega)-\omega)$ has only two singularities, at $\ln (-\omega)-\omega-1 \pm i \pi$.
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## Calculations for Airy Ai

The singularity of $H$ is at -1 , this implies that the smallest $\left|q_{s}\right|$ is $\pi$ : the least term of the $R$ series moves farther at $N=\pi x$ :

| $F$ | new nr. of terms to least term | Absolute error after LTT+one stage |
| :---: | :---: | :---: |
| 1 | 4 | -0.0021 |
| 2 | 7 | 0.000037 |
| 3 | 12 | $3.1 \times 10^{-7}$ |
| 4 | 12 | $-3.9 \times 10^{-9}$ |
| 5 | 19 | $2.1 \times 10^{-11}$ |
| 6 | 24 | $3.9 \times 10^{-13}$ |
| 7 | 24 | $-4.0 \times 10^{-15}$ |
| 8 | 29 | $-5.5 \times 10^{-17}$ |
| 9 | 29 | $7.2 \times 10^{-19}$ |
| 10 | 29 | $-1.3 \times 10^{-20}$ |
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To understand the extravagant proliferation of singularities note that the hyperasymptotics of $\mathcal{T} H$ depends on the Taylor coefficients of $H$. If a function satisfies an ODE, then its Taylor coefficients satisfy a difference equation. Hence the dependence on $\mathrm{e}^{p}$. This leads to part II, factorial series.
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The same substitution as before, $e^{-p}=t$ gives an integrand with pole at $1 / \mathrm{e}$,

$$
P V \int_{0}^{1} \frac{t^{x-1} d t}{1+\ln t}
$$

and integration by parts fails, or fails to produce a convergent factorial series.
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P V \int_{0}^{1} \frac{t^{x-1} d t}{1+\ln t}
$$

and integration by parts fails, or fails to produce a convergent factorial series.

To understand the difference between these cases, the key element is the shape of the integrand. In the first example it was $\left(1+e^{-p}\right)^{-1} \xrightarrow{-p=t}(1+t)^{-1}$, in the second it is $(1+p)^{-1} \rightarrow(1-\ln t)^{-1}$ whereas the third was plain singular.

To understand the difference between these cases, the key element is the shape of the integrand. In the first example it was $\left(1+e^{-p}\right)^{-1} \xrightarrow{-p}=t(1+t)^{-1}$, in the second it is $(1+p)^{-1} \rightarrow(1-\ln t)^{-1}$ whereas the third was plain singular.

To deal with these difficulties we need to represent Borel plane functions as sufficiently rapidly convergent combinations of analytic functions of the exponential $F_{j}\left(\mathrm{e}^{-a_{j} p}\right)$ where $F_{j}(z)$ are analytic in a disk of radius $>1$ centered at one.
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To deal with these difficulties we need to represent Borel plane functions as sufficiently rapidly convergent combinations of analytic functions of the exponential $F_{j}\left(\mathrm{e}^{-a_{j} p}\right)$ where $F_{j}(z)$ are analytic in a disk of radius $>1$ centered at one.
This can be arranged for resurgent functions, but first we'll look at an example.

## First example: Ei in the Stokes ray sector

Let

$$
\mathrm{e}^{-x} \mathrm{Ei}^{+}(x)=\int_{0}^{\infty-i 0} \frac{\mathrm{e}^{-p x}}{1-p} d p
$$

(where + refers to the intended direction of $x$, one in the upper half plane ${ }^{1}$ ).

## where the series converges at least as fast as $2^{-k}$ (Watson's lemma).

${ }^{1}$ Borel summation convention: the direction of integration is chosen s.t. $p x>0$.
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$$
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where the series converges at least as fast as $2^{-k}$ (Watson's lemma).
${ }^{1}$ Borel summation convention: the direction of integration is chosen s.t. $p x>0$.
(a) Substituting $e^{-p / 2^{k}}=t$ and integrating by parts we get
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\end{equation*}
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## Proposition

(i) The double series (4) converges geometrically in $\mathbb{C} \backslash-i \overline{\mathbb{R}^{+}}$.
(ii) The difference between the $k$-th integral and the $k$-th term in the sum in (4) is of order $C 2^{-k} m\left|1+e_{k}\right|^{-m}$ (note also that $e_{k} \rightarrow 1$ ).
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## Proposition

(i) The double series (4) converges geometrically in $\mathbb{C} \backslash-i \overline{\mathbb{R}^{+}}$.
(ii) The difference between the $k$-th integral and the $k$-th term in the sum in (4) is of order $C 2^{-k} m\left|1+e_{k}\right|^{-m}$ (note also that $e_{k} \rightarrow 1$ ).

## Note

There is a dense set of poles in (4) along - $i \mathbb{R}^{+}$and there the expansion breaks down. This is to be expected $b / c$ of $\neq$ behavior of $E i^{+}$on the two sides of $-i \mathbb{R}^{+}$. Close to $-i \mathbb{R}$ but not on it we still have geometric convergence, but it deteriorates.


Figure: Size of terms in the successive series on the Stokes line $\mathbb{R}^{+}$with the formula (4). This plot can be used to determine the number of terms to be kept for a given accuracy. To get $10^{-5}$ accuracy, 10 terms of the first series plus 5 from the second and so on, and all terms from the fifth series on can be discarded.


Figure: $f(x)=\mathrm{e}^{-x} \operatorname{Ei}^{+}(x)$ on the Stokes line: $\operatorname{Re} f$ (green), $\mathrm{e}^{x} \operatorname{Im} f$ (blue), $\operatorname{In}(-\operatorname{Im} f)$ (red) from formula (4). We see that the small exponential is "born", with half of the residue, as expected by comparing with $\frac{1}{2} \mathrm{e}^{-x}\left(\mathrm{Ei}^{+}(x)+\mathrm{Ei}^{-}(x)\right)$.


Figure: The antistokes transition of $\mathrm{Ei}^{+}$from asymptotically decaying to oscillatory. Calculated at distance 0.3 from the two sides of the antistokes line.

## Dyadic decompositions

## Lemma (A strange dyadic decomposition)

The following identity holds in $\mathbb{C} \backslash\{0\}$ :

$$
\begin{equation*}
\frac{1}{p}=\frac{1}{1-\mathrm{e}^{-p}}-\sum_{k=1}^{\infty} \frac{2^{-k}}{1+\mathrm{e}^{-p / 2^{k}}} \tag{5}
\end{equation*}
$$

(The points mii are removable singularities of the right side.)
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A linear affine transformation $p \rightarrow \beta p-\beta s$ gives:

## Corollary (Dyadic decomposition of the Cauchy kernel)

$$
\frac{1}{s-p}=-\frac{\beta \mathrm{e}^{-\beta s}}{\mathrm{e}^{-\beta s}-\mathrm{e}^{-\beta p}}+\sum_{k=1}^{\infty} \frac{\beta 2^{-k} \mathrm{e}^{-2^{-k} \beta s}}{\mathrm{e}^{-2^{-k} \beta s}+\mathrm{e}^{-2^{-k} \beta p}}
$$

## Proof.

$$
\frac{1}{1-x}=\frac{2}{1-x^{2}}-\frac{1}{x+1}=\frac{4}{1-x^{4}}-\frac{2}{x^{2}+1}-\frac{1}{x+1}=\ldots=\frac{2^{n}}{1-x^{2^{n}}}-\sum_{j=0}^{n-1} \frac{2^{j}}{1+x^{2^{j}}}
$$

$$
\text { which implies, with } x=\mathrm{e}^{-p / 2^{n}}, \frac{1}{2^{n}\left(1-\mathrm{e}^{-p / 2^{n}}\right)}=\frac{1}{1-\mathrm{e}^{-p}}-\sum_{k=1}^{n} \frac{2^{-k}}{\mathrm{e}^{-p / 2^{k}}+1}
$$ and equality (5) follows by passing to the limit $n \rightarrow \infty$.
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Generalization. Note that $1 /(1-p)$ satisfies $f(p)+f(-p)=2^{1-s} f\left(p^{2}\right)$ for $s=0$. For general $s$, the solution is the polylog $\mathrm{Li}_{s}(p)$.
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which implies, with $x=\mathrm{e}^{-p / 2^{n}}, \frac{1}{2^{n}\left(1-\mathrm{e}^{-p / 2^{n}}\right)}=\frac{1}{1-\mathrm{e}^{-p}}-\sum_{k=1}^{n} \frac{2^{-k}}{\mathrm{e}^{-p / 2^{k}}+1}$ and equality (5) follows by passing to the limit $n \rightarrow \infty$.

Generalization. Note that $1 /(1-p)$ satisfies $f(p)+f(-p)=2^{1-s} f\left(p^{2}\right)$ for $s=0$. For general $s$, the solution is the polylog $\mathrm{Li}_{s}(p)$.

## Lemma (A ramified generalization of (5))

The following identity holds in $\mathbb{C}$ for $s<1$ :

$$
\begin{equation*}
\pi p^{s-1}=\Gamma(s) \sin (\pi s)\left[\operatorname{Li}_{s}\left(\mathrm{e}^{-p}\right)-\sum_{k=1}^{\infty} 2^{-k(1-s)} \operatorname{Li}_{s}\left(-\mathrm{e}^{-2^{-k} p}\right)\right] \tag{6}
\end{equation*}
$$

## Example II $\psi=\Gamma^{\prime} / \Gamma$

Since

$$
\begin{equation*}
\frac{1}{p}-\frac{1}{\mathrm{e}^{p}-1}=\sum_{k=1}^{\infty} \frac{\mathrm{e}^{-\frac{p}{2^{k}}}}{2^{k}\left(\mathrm{e}^{-\frac{p}{2^{k}}}+1\right)} \tag{7}
\end{equation*}
$$
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we have
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\begin{equation*}
\Psi(x+1)=\ln x+\sum_{k=1}^{\infty} \int_{0}^{\infty} \frac{\mathrm{e}^{-2^{k} x p-p}}{1+\mathrm{e}^{-p}} d p \tag{9}
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and

$$
\begin{equation*}
\Psi(x+1)=\frac{\Gamma^{\prime}(x+1)}{\Gamma(x+1)}=\ln x+\int_{0}^{\infty}\left(\frac{1}{p}-\frac{1}{\mathrm{e}^{p}-1}\right) \mathrm{e}^{-x p} d p \tag{8}
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$$

we have

$$
\begin{equation*}
\Psi(x+1)=\ln x+\sum_{k=1}^{\infty} \int_{0}^{\infty} \frac{\mathrm{e}^{-2^{k} x p-p}}{1+\mathrm{e}^{-p}} d p \tag{9}
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Thus (Stirling's formula, factorially summed)

$$
\begin{equation*}
\Psi(x+1)=\ln x-\sum_{k=1}^{\infty} \Phi\left(-1,1,2^{k} x+1\right)=\ln x+\sum_{k=1}^{\infty} \sum_{j=1}^{\infty} \frac{(j-1)!}{2^{j}\left(2^{k} x+1\right)_{j}} \tag{10}
\end{equation*}
$$

## Dyadic series of general resurgent functions

The dyadic expansion, used in the Cauchy formula,

$$
F(p)=\frac{1}{2 \pi i} \oint_{|p-s|<r} \frac{F(s)}{s-p} d s
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## Dyadic series of general resurgent functions

The dyadic expansion, used in the Cauchy formula,
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F(p)=\frac{1}{2 \pi i} \oint_{|p-s|<r} \frac{F(s)}{s-p} d s
$$

allows for arranging the necessary analyticity in exponentials for quite general F. Resurgent function (in the sense of Écalle) is a function which is endlessly continuable and has suitable exponential bounds at infinity. The singularities are typically assumed to be regular, in the sense of having convergent local Puiseux series possibly mixed with logs.

## Dyadic series of general resurgent functions

The dyadic expansion, used in the Cauchy formula,

$$
F(p)=\frac{1}{2 \pi i} \oint_{|p-s|<r} \frac{F(s)}{s-p} d s
$$

allows for arranging the necessary analyticity in exponentials for quite general F. Resurgent function (in the sense of Écalle) is a function which is endlessly continuable and has suitable exponential bounds at infinity. The singularities are typically assumed to be regular, in the sense of having convergent local Puiseux series possibly mixed with logs.
We define resurgent "elements" to be resurgent functions with only one singularity and algebraic decay.

## Dyadic series of general resurgent functions

The dyadic expansion, used in the Cauchy formula,

$$
F(p)=\frac{1}{2 \pi i} \oint_{|p-s|<r} \frac{F(s)}{s-p} d s
$$

allows for arranging the necessary analyticity in exponentials for quite general F. Resurgent function (in the sense of Écalle) is a function which is endlessly continuable and has suitable exponential bounds at infinity. The singularities are typically assumed to be regular, in the sense of having convergent local Puiseux series possibly mixed with logs.
We define resurgent "elements" to be resurgent functions with only one singularity and algebraic decay.

## Theorem (Resurgent version of Mittag-Leffler...)
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## Dyadic series of general resurgent functions

The dyadic expansion, used in the Cauchy formula,

$$
F(p)=\frac{1}{2 \pi i} \oint_{|p-s|<r} \frac{F(s)}{s-p} d s
$$

allows for arranging the necessary analyticity in exponentials for quite general F. Resurgent function (in the sense of Écalle) is a function which is endlessly continuable and has suitable exponential bounds at infinity. The singularities are typically assumed to be regular, in the sense of having convergent local Puiseux series possibly mixed with logs.
We define resurgent "elements" to be resurgent functions with only one singularity and algebraic decay.

## Theorem (Resurgent version of Mittag-Leffler...)

$\mathcal{L}($ resurgent function $)=\sum \mathcal{L}($ resurgent elements $)+$ Analytic at $\infty$.

## Proof.

Decomposition in suitably modified Riemann-Hilbert problems.

Let $\omega_{k}$ be the singularities of the resurgent function $F$ of the type arising, say in nonlinear ODEs. Then:
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(1) Each $\omega_{i}$ is of the form $j \lambda_{k}$, with $j \in \mathbb{Z}^{+}$and $\lambda_{k} \in\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ (the eigenvalues of the linearization at $\infty$ of the ODE assumed to be linearly independent over $\mathbb{Z}$ and of different complex arguments);
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(2) there is a $\nu$ s.t $\|F\|_{\nu}=\sup _{p \in \mathcal{A}}\left|F(p) \mathrm{e}^{-\nu|p|}\right|<\infty$ where $\mathcal{A}$ is the complement of the union of thin strips $S_{i}$ containing exactly one singularity $\omega_{k}$; we let $\mathcal{C}_{i}=\partial S_{i}$.

Let $\omega_{k}$ be the singularities of the resurgent function $F$ of the type arising, say in nonlinear ODEs. Then:
(1) Each $\omega_{i}$ is of the form $j \lambda_{k}$, with $j \in \mathbb{Z}^{+}$and $\lambda_{k} \in\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ (the eigenvalues of the linearization at $\infty$ of the ODE assumed to be linearly independent over $\mathbb{Z}$ and of different complex arguments);
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Let

$$
\begin{equation*}
F_{i}(p)=\frac{\exp \left(\mu_{i} p\right)}{2 \pi i} \int_{\mathcal{C}_{i}} \frac{F(s) \exp \left(-\mu_{i} s\right)}{s-p} d s \tag{11}
\end{equation*}
$$

$$
F_{i}(p)=\frac{\exp \left(\mu_{i} p\right)}{2 \pi i} \int_{\mathcal{C}_{i}} \frac{F(s) \exp \left(-\mu_{i} s\right)}{s-p} d s
$$

where:

- $C_{i}$ are non-intersecting Hänkel contours around the $\omega_{i}$, traversed anticlockwise;
- $\left|\mu_{i}\right|=\mu>\nu$
- $\arg \left(\mu_{i}\right)=-$ ang of the contour $C_{i}$ i.e. $\mu, s \in \mathbb{R}$ for large s.
where now $p$ sits inside $\tilde{C}_{i}$, and the new integral is again manifestly analytic.
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For the Proof
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For the Proof

## Step (1)

On the first Riemann sheet, each $F_{i}$ has 1 singularity, $\omega_{i}$, and $F-F_{i}$ is analytic at $\omega_{i}$.
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For the Proof

## Step (1)

On the first Riemann sheet, each $F_{i}$ has 1 singularity, $\omega_{i}$, and $F-F_{i}$ is analytic at $\omega_{i}$.
Indeed, the contour can be deformed past $p$ collecting a residue,
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where:

- $\mathcal{C}_{i}$ are non-intersecting Hänkel contours around the $\omega_{i}$, traversed anticlockwise;
- $\left|\mu_{i}\right|=\mu>\nu$
- $\arg \left(\mu_{i}\right)=-$ angle of the contour $\mathcal{C}_{i}$, i.e., $\mu_{i} s \in \mathbb{R}^{+}$for large $s$.

For the Proof

## Step (1)

On the first Riemann sheet, each $F_{i}$ has 1 singularity, $\omega_{i}$, and $F-F_{i}$ is analytic at $\omega_{i}$.
Indeed, the contour can be deformed past $p$ collecting a residue,
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where now $p$ sits inside $\tilde{\mathcal{C}}_{i}$, and the new integral is again manifestly analytic.
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where now $p$ sits inside $\tilde{\mathcal{C}}_{i}$, and the new integral is again manifestly analytic.

## Step (2)

In any compact set in $\mathcal{A}, \sum_{\omega_{i}} F_{i}$ converges at least as fast as $\sum_{j \in \mathbb{Z}^{+}, k=1, \ldots, n} \mathrm{e}^{-j\left|\lambda_{k}\right|(\mu-\nu)}$.
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## Step (4)

$g=\mathcal{L} G$ has a convergent asymptotic series at infinity which sums to $g$.

## Step (5)

Each function $\mathrm{e}^{-\mu_{i} p} F_{i}=\int_{\mathcal{C}_{i}} \frac{F(s) \exp \left(-\mu_{i} s\right)}{s-p} d s$ decays like $1 / p$ as $p \rightarrow \infty$.
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## Step (5)

Each function $\mathrm{e}^{-\mu_{i} p} F_{i}=\int_{\mathcal{C}_{i}} \frac{F(s) \exp \left(-\mu_{i} s\right)}{s-p} d s$ decays like $1 / p$ as $p \rightarrow \infty$.

## Step (6)

The change of variable $\tilde{x}=x-\mu_{i}$ leads to $\mathcal{L}\left[F_{i}\right](x)=\mathcal{L}\left[\tilde{F}_{i}\right](\tilde{x})$ where $\tilde{F}_{i}$ decays like $1 / p$ as $p \rightarrow \infty$.

## Ai (again!)

After normalization, the Airy function is brought to

$$
\begin{equation*}
h(x)=\int_{0}^{\infty} \mathrm{e}^{-p x} F(p) d p \tag{12}
\end{equation*}
$$
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$$
\begin{equation*}
h(x)=\int_{0}^{\infty} \mathrm{e}^{-p x} F(p) d p \tag{12}
\end{equation*}
$$

where $F(p)={ }_{2} F_{1}(1 / 6,5 / 6 ; 1,-p)=P_{-1 / 6}(1+2 p)$ is analytic except for a logarithmic singularity at -1 . To improve decay we integrate by parts

$$
\begin{gather*}
h(x)=\frac{F(0)}{x}+\frac{1}{x} \int_{0}^{\infty} \mathrm{e}^{-p x} F^{\prime}(p) d p  \tag{13}\\
F^{\prime}(p)=\frac{1}{2 \pi i} \oint_{|p-s|<r} \frac{F(s)}{(s-p)^{2}} d s=\frac{1}{2 \pi i} \int_{-\infty}^{-1} \frac{\Delta F(s)}{(p-s)^{2}} d s \tag{14}
\end{gather*}
$$
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F^{\prime}(p)=\frac{1}{2 \pi i} \oint_{|p-s|<r} \frac{F(s)}{(s-p)^{2}} d s=\frac{1}{2 \pi i} \int_{-\infty}^{-1} \frac{\Delta F(s)}{(p-s)^{2}} d s \tag{14}
\end{gather*}
$$

After the change of variables $s=-1-t$ we get

$$
\begin{equation*}
h(x)=\frac{F(0)}{x}-\frac{1}{2 \pi x} \int_{0}^{\infty} \mathrm{e}^{-x p} \int_{0}^{\infty} \frac{F(t)}{(1+p+t)^{2}} d t \tag{15}
\end{equation*}
$$

since $\Delta F(-1-t)=-i F(t)$.

The identity, differentiated:

$$
\frac{1}{(s-p)^{2}}=\frac{\mathrm{e}^{-s-p}}{\left(\mathrm{e}^{-s}-\mathrm{e}^{-p}\right)^{2}}+\sum_{k=1}^{\infty} 4^{-k} \frac{\mathrm{e}^{2^{-k}(-p-s)}}{\left(\mathrm{e}^{-2^{-k} s}+\mathrm{e}^{-2^{-k} p}\right)^{2}}
$$
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The factorial expansion of $h$ is
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The factorial expansion of $h$ is

$$
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where

$$
d_{m}:=\int_{0}^{\infty} \frac{F(t) \mathrm{e}^{t+1} d t}{\left(\mathrm{e}^{t+1}-1\right)^{m}} ; \quad d_{k m}:=\int_{0}^{\infty} \frac{\mathrm{e}^{2^{-k}} \mathrm{~F}(t) d t}{\left(\mathrm{e}^{2-k}(1+t)+1\right)^{m}}
$$



Figure: Relative accuracy for Ai (left), and number of exact digits (right) as functions of $x$. The total number of terms used in this calculation ranges from about 150 for small $x$ to 30 terms at $x=20$, found as explained in Fig. 3. The right graph plateaus at 16 digits for all $x \geq 4$, an artefact due to calculations being made in Mathematica's machine precision; thus the right graph was stopped at $x=4$.

## PDEs? Dyadic resolvent identities

## Proposition

(1) Let $A$ be self-adj., $0 \notin \sigma(A), \lambda>0, U_{t}:=\mathrm{e}^{-i t A}$ be the assoc. the unitary evolution.

$$
\begin{align*}
&(A-i \lambda)^{-1}=i\left(1-\mathrm{e}^{-\lambda} U_{1}\right)^{-1}-i \sum_{k=1}^{\infty}\left(1+e^{-\lambda / 2^{k}} U_{2^{-k}}\right)^{-1} \\
&=i \sum_{k=0}^{\infty} \mathrm{e}^{-k \lambda} U_{k}-i \sum_{k=1}^{\infty} \sum_{j=0}^{\infty} 2^{-k}(-1)^{j} \mathrm{e}^{-j \lambda / 2^{k}} U_{j 2^{-k}} \tag{16}
\end{align*}
$$

and a similar sum for $\lambda<0$. All sums are operator-norm convergent.
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\begin{align*}
&(A-i \lambda)^{-1}=i\left(1-\mathrm{e}^{-\lambda} U_{1}\right)^{-1}-i \sum_{k=1}^{\infty}\left(1+e^{-\lambda / 2^{k}} U_{2-k}\right)^{-1} \\
&=i \sum_{k=0}^{\infty} \mathrm{e}^{-k \lambda} U_{k}-i \sum_{k=1}^{\infty} \sum_{j=0}^{\infty} 2^{-k}(-1)^{j} \mathrm{e}^{-j \lambda / 2^{k}} U_{j 2-k} \tag{16}
\end{align*}
$$

and a similar sum for $\lambda<0$. All sums are operator-norm convergent.
(2) Let $A$ be positive, $0 \notin \sigma(A)$. Let $T_{t}=\mathrm{e}^{-t A}$ be the semigroup generated by $A$. Then

$$
\begin{equation*}
A^{-1}=\left(1-T_{1}\right)^{-1}-\sum_{k=1}^{\infty} 2^{-k}\left(1+T_{1 / 2^{k}}\right)^{-1}=\sum_{j=1}^{\infty} T_{j}-\sum_{k=1}^{\infty} \sum_{j=1}^{\infty} 2^{-k}(-1)^{j} T_{j / 2^{k}} \tag{17}
\end{equation*}
$$

## Proposition

More generally, for $s<1$,

$$
\begin{equation*}
\pi A^{s-1}=\Gamma(s) \sin (\pi s)\left[\operatorname{Li}_{s}\left(T_{1}\right)-\sum_{k=1}^{\infty} 2^{-k(1-s)} \operatorname{Li}_{s}\left(-T_{1 / 2^{k}}\right)\right] \tag{18}
\end{equation*}
$$

where for $|z|<1$ the polylog is defined by

$$
\begin{equation*}
\operatorname{Li}_{s}(z)=\sum_{k=1}^{\infty} k^{-s} z^{k} \tag{19}
\end{equation*}
$$

(More general identities can be obtained from the Cauchy kernel and analytic functional calculus.)

TBA and to be explored in the context of PDEs.

## Conclusions: TBD

## Conclusions: TBD

## Thank you

